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## Course overview

Classical control theory is intrinsically linked to the frequency domain and the s-plane. The main drawback of classical control theory is the difficulty to apply it in Multi-Input Multi-Output (MIMO) systems. Rudolf Emil Kalman (Hungarian-born American, May 19, 1930 - July 2, 2016) is one of the greatest protagonist of modern control theory ${ }^{1}$. He has introduced the concept of state as well as linear algebra and matrices in control theory. With this formalism systems with multiple inputs and outputs could easily be treated.

The purpose of this lecture is to present an overview of modern control theory. More specifically, the objectives are the following:

- to learn how to model dynamic systems in the state-space and the statespace representation of transfer functions;
- to learn linear dynamical systems analysis in state-space: more specifically to solve the time invariant state equation and to get some insight on controllability, observability and stability;
- to learn state-space methods for observers and controllers design.

Assumed knowledge encompass linear algebra, Laplace transform and linear ordinary differential equations (ODE)

This lecture is organized as follows:

- The first chapter focuses on the state-space representation as well as statespace representation associated to system interconnection;
- The conversion from transfer functions to state-space representation is presented in the second chapter. This is also called transfer function realization;
- The analysis of linear dynamical systems is presented in the third chapter; more specifically we will concentrate on the solution of the state equation and present the notions of controllability, observability and stability;
- The fourth chapter is dedicated to observers design. This chapter focuses on Luenberger observer, state observer for SISO systems in observable canonical form, state observer for SISO systems in arbitrary state-space representation and state observer for MIMO systems will be presented.

[^0]- The fifth chapter is dedicated to observers and controllers design. As far as observers and controllers are linked through the duality principle the frame of this chapter will be similar to the previous chapter: state feedback controller for SISO systems in controllable canonical form, state feedback controller for SISO systems in arbitrary state-space representation, static state feedback controller and static output feedback controller for MIMO systems will be presented.
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## Chapter 1

## State-space representation

### 1.1 Introduction

This chapter focuses on the state-space representation as well as conversions from state-space representation to transfer function. The state-space representation associated to system interconnection is also presented.

The notion of state-space representation has been developed in the former Soviet Union where control engineers preferred to manipulate differential equations rather than transfer functions which originates in the United States of America. The diffusion to the Western world of state-space representation started after the first congress of the International Federation of Automatic Control (IFAC) which took place in Moscow in 1960.

One of the interest of the state-space representation is that it enables to generalize the analysis and control of Multi-Input Multi-Output (MIMO) linear systems with the same formalism than Single-Input Single-Output (SISO) linear systems.

Let's start with an example. We consider a system described by the following second-order linear differential equation with a damping ratio denoted $m$, an undamped natural frequency $\omega_{0}$ and a static gain $K$ :

$$
\begin{equation*}
\frac{1}{\omega_{0}^{2}} \frac{d^{2} y(t)}{d t^{2}}+\frac{2 m}{\omega_{0}} \frac{d y(t)}{d t}+y(t)=K u(t) \tag{1.1}
\end{equation*}
$$

Here $y(t)$ denotes the output of the system whereas $u(t)$ is its input. The preceding relation represents the input-ouput description of the system.

The transfer function is obtained thanks to the Laplace transform and assuming that the initial conditions are zero (that is $\dot{y}(t)=\ddot{y}(t)=0)$. We get:

$$
\begin{align*}
& \frac{1}{\omega_{0}^{2}} s^{2} Y(s)+\frac{2 m}{\omega_{0}} s Y(s)+Y(s)=K U(s) \\
& \Leftrightarrow F(s)=\frac{Y(s)}{U(s)}=\frac{K \omega_{0}^{2}}{s^{2}+2 m \omega_{0} s+\omega_{0}^{2}} \tag{1.2}
\end{align*}
$$

Now rather than computing the transfer function, let's assume that we wish to transform the preceding second order differential equation into a single first order vector differential equation. To do that we introduce two new variables,
say $x_{1}$ and $x_{2}$, which are defined for example as follows:

$$
\left\{\begin{array}{l}
y(t)=K \omega_{0}^{2} x_{1}(t)  \tag{1.3}\\
\dot{x}_{1}(t)=x_{2}(t)
\end{array}\right.
$$

Thanks to the new variables $x_{1}$ and $x_{2}$ the second order differential equation (1.1) can now be written as follows:

$$
\begin{align*}
& \left\{\begin{array}{l}
\frac{d y(t)}{d t}=K \omega_{0}^{2} \frac{d x_{1}(t)}{d t}=K \omega_{0}^{2} x_{2}(t) \\
\frac{d^{2} y(t)}{d t^{2}}=K \omega_{0}^{2} \frac{d x c_{2}(t)}{d t}
\end{array}\right.  \tag{1.4}\\
& \Rightarrow \frac{d x_{2}(t)}{d t}+2 m \omega_{0} x_{2}(t)+\omega_{0}^{2} x_{1}(t)=u(t)
\end{align*}
$$

The second equation of (1.3) and equation (1.4) form a system of two coupled first order linear differential equations:

$$
\left\{\begin{align*}
\frac{d x_{1}(t)}{d t} & =x_{2}(t)  \tag{1.5}\\
\frac{d x_{2}(t)}{d t} & =-2 m \omega_{0} x_{2}(t)-\omega_{0}^{2} x_{1}(t)+u(t)
\end{align*}\right.
$$

In is worth noticing that variables $x_{1}(t)$ and $x_{2}(t)$ constitute a vector which is denoted $\left[\begin{array}{l}x_{1}(t) \\ x_{2}(t)\end{array}\right]$ : this is the state vector. Equation (1.5) can be rewritten in a vector form as follows:

$$
\frac{d}{d t}\left[\begin{array}{l}
x_{1}(t)  \tag{1.6}\\
x_{2}(t)
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-\omega_{0}^{2} & -2 m \omega_{0}
\end{array}\right]\left[\begin{array}{l}
x_{1}(t) \\
x_{2}(t)
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u(t)
$$

Furthermore using the first equation of (1.3) it is seen that the output $y(t)$ is related to the state vector $\left[\begin{array}{l}x_{1}(t) \\ x_{2}(t)\end{array}\right]$ by the following relation:

$$
y(t)=\left[\begin{array}{ll}
K \omega_{0}^{2} & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}(t)  \tag{1.7}\\
x_{2}(t)
\end{array}\right]
$$

Equations (1.6) and (1.7) constitute the so called state-space representation of the second order system model (1.4). This representation can be generalized as follows:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{1.8}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

The state-space representation is formed by a state vector and a state equation. This representation enables to describe the dynamics of a linear dynamical systems through $n$ first order differential equations, where $n$ is the size of the state vector, or equivalently through a single first order vector differential equation.

### 1.2 State and output equations

Any system that can be described by a finite number of $n^{\text {th }}$ order linear differential equations with constant coefficients, or any system that can be


Figure 1.1: Block diagram of a state-space representation
approximated by them, can be described using the following state-space representation:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{1.9}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

Where:
$-\underline{x}(t)$ is the state vector, which is of dimension $n$. The number $n$ of the state vector components is called the order of the system;

- $\underline{u}(t)$ is the input of the system;
- $\underline{y}(t)$ is the output of the system.

State vector $\underline{x}(t)$ can be defined as a set of variables such that their knowledge at the initial time $t_{0}=0$, together with knowledge of system inputs $\underline{u}(t)$ at $t \geq 0$ are sufficient to predict the future system state and output $\underline{y}(t)$ for all time $t>0$.

Both equations in (1.9) have a name:

- Equation $\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)$ is named as the state equation;
- Equation $\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ is named as the output equation.

The state equation and the output equation both constitute the state-space representation of the system.

The block diagram corresponding to state-space representation (1.9) is shown in Figure 1.1.

Furthermore matrices $(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D})$ which define the state-space representation of the system are named as follows ${ }^{1}$ :

- $\mathbf{A}$ is the state matrix and relates how the current state affects the state change $\underline{\dot{x}}(t)$. This is a constant $n \times n$ square matrix where $n$ is the size of the state vector;
- B is the control matrix and determines how the system inputs $\underline{u}(t)$ affects the state change; This is a constant $n \times m$ matrix where $m$ is the number of system inputs;

[^1]- $\mathbf{C}$ is the output matrix and determines the relation between the system state $\underline{x}(t)$ and the system outputs $\underline{y}(t)$. This is a constant $p \times n$ matrix where $p$ is the number of system outputs;
- $\mathbf{D}$ is the feedforward matrix and allows for the system input $\underline{u}(t)$ to affect the system output $\underline{y}(t)$ directly. This is a constant $p \times m$ matrix.


### 1.3 From ordinary differential equations to state-space representation

### 1.3.1 Brunovsky's canonical form

Let's consider a Single-Input Single-Output (SISO) dynamical system modelled by the following input-output relation, which is an $n^{t h}$ order non-linear timeinvariant Ordinary Differential Equation (ODE):

$$
\begin{equation*}
\frac{d^{n} y(t)}{d t^{n}}=g\left(y(t), \frac{d y(t)}{d t}, \frac{d^{2} y(t)}{d t^{2}}, \cdots, \frac{d^{n-1} y(t)}{d t^{n-1}}, u(t)\right) \tag{1.10}
\end{equation*}
$$

This is a time-invariant input-output relation because time $t$ does not explicitly appears in function $g$.

The usual way to get a state-space equation from the $n^{\text {th }}$ order non-linear time-invariant ordinary differential equation (1.10) is to choose the components $x_{1}(t), \cdots, x_{n}(t)$ of the state vector $\underline{x}(t)$ as follows:

$$
\underline{x}(t)=\left[\begin{array}{c}
x_{1}(t)  \tag{1.11}\\
x_{2}(t) \\
\vdots \\
x_{n-1}(t) \\
x_{n}(t)
\end{array}\right]:=\left[\begin{array}{c}
y(t) \\
\frac{d y(t)}{d t} \\
\frac{d^{2} y(t)}{d t^{2}} \\
\vdots \\
\frac{d^{n-2} y(t)}{d t^{n-2}} \\
\frac{d^{n-1} y(t)}{d t^{n-1}}
\end{array}\right]
$$

Thus Equation (1.10) reads:

$$
\underline{\dot{x}}(t)=\left[\begin{array}{c}
\dot{x}_{1}(t)  \tag{1.12}\\
\dot{x}_{2}(t) \\
\vdots \\
\dot{x}_{n-1}(t) \\
\dot{x}_{n}(t)
\end{array}\right]=\left[\begin{array}{c}
x_{1}(t) \\
x_{2}(t) \\
\vdots \\
x_{n-1}(t) \\
g\left(x_{1}, \cdots, x_{n-1}, u(t)\right)
\end{array}\right]:=f(\underline{x}(t), \underline{u}(t))
$$

Furthermore:

$$
y(t):=x_{1}(t)=\left[\begin{array}{llll}
1 & 0 & \cdots & 0 \tag{1.13}
\end{array}\right] \underline{x}(t)
$$

This special non-linear state equation is called the Brunovsky's canonical form.

### 1.3.2 Linearization of non-linear time-invariant state-space representation

More generally most of Multi-Input Multi-Output (MIMO) dynamical systems can be modelled by a finite number of coupled non-linear first order ordinary differential equations (ODE) as follows:

$$
\begin{equation*}
\underline{\dot{x}}(t)=f(\underline{x}(t), \underline{u}(t)) \tag{1.14}
\end{equation*}
$$

The Brunovsky's canonical form may be used to obtain the first order ordinary differential equations.

In the preceding state equation $f$ is called a vector field. This is a timeinvariant state-space representation because time $t$ does not explicitly appears in the vector field $f$.

When the vector field $f$ is non-linear there exists quite few mathematical tools which enable to catch the intrinsic behavior of the system. Nevertheless this situation radically changes when vector field $f$ is linear both in the state $\underline{x}(t)$ and in the control $\underline{u}(t)$. The good news is that it is quite simple to approximate a non-linear model with a linear model around an equilibrium point.

We will first define what we mean by equilibrium point and then we will see how to get a linear model from a non-linear model.

An equilibrium point is a constant value of the pair $(\underline{x}(t), \underline{u}(t))$, which will be denoted $\left(\underline{x}_{e}, \underline{u}_{e}\right)$, such that:

$$
\begin{equation*}
\underline{0}=f\left(\underline{x}_{e}, \underline{u}_{e}\right) \tag{1.15}
\end{equation*}
$$

It is worth noticing that as soon as $\left(\underline{x}_{e}, \underline{u}_{e}\right)$ is a constant value then we have $\underline{\underline{x}}_{e}=\underline{0}$.

Then the linearization process consists in computing the Taylor expansion of vector field $f$ around the equilibrium point $\left(\underline{x}_{e}, \underline{u}_{e}\right)$ and to stop it at order 1 . Using the fact that $f\left(\underline{x}_{e}, \underline{u}_{e}\right)=\underline{0}$ the linearization of a vector field $f(\underline{x}(t), \underline{u}(t))$ around the equilibrium point $\left(\underline{x}_{e}, \underline{u}_{e}\right)$ reads:

$$
\begin{equation*}
f\left(\underline{x}_{e}+\delta \underline{x}, \underline{u}_{e}+\delta \underline{u}\right) \approx \mathbf{A} \delta \underline{x}+\mathbf{B} \delta \underline{u} \tag{1.16}
\end{equation*}
$$

Where:

$$
\left\{\begin{array}{l}
\delta \underline{x}(t)=\underline{x}(t)-\underline{x}_{e}  \tag{1.17}\\
\delta \underline{u}(t)=\underline{u}(t)-\underline{u}_{e}
\end{array}\right.
$$

And where matrices $\mathbf{A}$ and $\mathbf{B}$ are constant matrices:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left.\frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}}  \tag{1.18}\\
\mathbf{B}=\left.\frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}}
\end{array}\right.
$$

Furthermore as far as $\underline{x}_{e}$ is a constant vector we can write:

$$
\begin{equation*}
\underline{\dot{x}}(t)=\underline{\dot{x}}(t)-\underline{0}=\underline{\dot{x}}(t)-\underline{\dot{x}}_{e}=\frac{d\left(\underline{x}(t)-\underline{x}_{e}\right)}{d t}=\delta \underline{\dot{x}}(t) \tag{1.19}
\end{equation*}
$$

Thus the non-linear time-invariant state equation (1.14) turns to be a linear time-invariant state equation:

$$
\begin{equation*}
\delta \underline{\dot{x}}(t)=\mathbf{A} \delta \underline{x}(t)+\mathbf{B} \delta \underline{u}(t) \tag{1.20}
\end{equation*}
$$

As far as the output equation is concerned we follow the same track. We start with the following non-linear output equation:

$$
\begin{equation*}
\underline{y}(t)=h(\underline{x}(t), \underline{u}(t)) \tag{1.21}
\end{equation*}
$$

Proceeding as to the state equation, we approximate the vector field $h$ by its Taylor expansion at order 1 around the equilibrium point $\left(\underline{x}_{e}, \underline{u}_{e}\right)$ :

$$
\begin{equation*}
\underline{y}(t)=h\left(\underline{x}_{e}, \underline{u}_{e}\right)+h\left(\delta \underline{x}(t)+\underline{x}_{e}, \delta \underline{u}(t)+\underline{u}_{e}\right) \approx \underline{y}_{e}+\mathbf{C} \delta \underline{x}+\mathbf{D} \delta \underline{u} \tag{1.22}
\end{equation*}
$$

Where:

$$
\begin{equation*}
\underline{y}_{e}=h\left(\underline{x}_{e}, \underline{u}_{e}\right) \tag{1.23}
\end{equation*}
$$

And where matrices $\mathbf{C}$ and $\mathbf{D}$ are constant matrices:

$$
\left\{\begin{array}{l}
\mathbf{C}=\left.\frac{\partial h(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}}  \tag{1.24}\\
\mathbf{D}=\left.\frac{\partial h(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}}
\end{array}\right.
$$

Let's introduce the difference $\delta \underline{y}(t)$ as follows:

$$
\begin{equation*}
\delta \underline{y}(t)=\underline{y}(t)-\underline{y}_{e} \tag{1.25}
\end{equation*}
$$

Thus the non-linear output equation (1.21) turns to be a linear output equation:

$$
\begin{equation*}
\delta \underline{y}(t)=\mathbf{C} \delta \underline{x}(t)+\mathbf{D} \delta \underline{u}(t) \tag{1.26}
\end{equation*}
$$

Consequently a non-linear time-invariant state representation:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=f(\underline{x}(t), \underline{u}(t))  \tag{1.27}\\
\underline{y}(t)=h(\underline{x}(t), \underline{u}(t))
\end{array}\right.
$$

can be approximated around an equilibrium point $\left(\underline{x}_{e}, \underline{u}_{e}\right)$, defined by $\underline{0}=f\left(\underline{x}_{e}, \underline{u}_{e}\right)$, by the following linear time-invariant state-space representation:

$$
\left\{\begin{array}{l}
\delta \underline{\dot{x}}(t)=\mathbf{A} \delta \underline{x}(t)+\mathbf{B} \delta \underline{u}(t)  \tag{1.28}\\
\delta \underline{y}(t)=\mathbf{C} \delta \underline{x}(t)+\mathbf{D} \delta \underline{u}(t)
\end{array}\right.
$$

Nevertheless is worth noticing that the linearization process is an approximation that is only valid around a region close to the equilibrium point.

The $\delta$ notation indicates that the approximation of the non-linear state-space representation is made around an equilibrium point. This is usually omitted and the previous state-space representation will be simply rewritten as follows:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{1.29}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

Example 1.1. Let's consider a fictitious system whose dynamics reads:

$$
\begin{equation*}
\frac{d^{3} y(t)}{d t^{3}}=\cos (\ddot{y}(t))+e^{3 \dot{y}(t)}-\tan (y(t))+u(t) \tag{1.30}
\end{equation*}
$$

Find a non-linear state-space representation of this system with the Brunovsky's choice for the components of the state vector. Then linearize the state-space representation around the equilibrium output $y_{e}=0$.

As far as the differential equation which describes the dynamics of the system is of order 3 , there are 3 components in the state vector:

$$
\underline{x}(t)=\left[\begin{array}{l}
x_{1}(t)  \tag{1.31}\\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]
$$

The Brunovsky's canonical form is obtained by choosing the following components for the state vector:

$$
\underline{x}(t)=\left[\begin{array}{l}
x_{1}(t)  \tag{1.32}\\
x_{2}(t) \\
x_{3}(t)
\end{array}\right]=\left[\begin{array}{l}
y(t) \\
\dot{y}(t) \\
\ddot{y}(t)
\end{array}\right]
$$

With this choice the dynamics of the system reads:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\dot{x}_{1}(t) \\
\dot{x}_{2}(t) \\
\dot{x}_{3}(t)
\end{array}\right]=\left[\begin{array}{c}
x_{2}(t) \\
x_{3}(t) \\
y(t)=x_{1}(t)
\end{array}\right]=\left[\begin{array}{c} 
\\
\cos \left(x_{3}(t)\right)+e^{3 x_{2}(t)}-\tan \left(x_{1}(t)\right)+u(t)
\end{array}\right]} \tag{1.33}
\end{array}\right.
$$

The preceding relations are of the form:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=f(\underline{x}(t), u(t))  \tag{1.34}\\
y(t)=h(\underline{x}(t), u(t))
\end{array}\right.
$$

Setting the equilibrium output to be $y_{e}=0$ leads to the following equilibrium point $\underline{x}_{e}$ :

$$
y_{e}=0 \Rightarrow \underline{x}_{e}=\left[\begin{array}{l}
y_{e}  \tag{1.35}\\
\dot{y}_{e} \\
\ddot{y}_{e}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

Similarly the value of the control $u_{e}$ at the equilibrium point is obtained by solving the following equation:

$$
\begin{align*}
& \frac{d^{3} y_{e}}{d t^{3}}=\cos \left(\ddot{y}_{e}\right)+e^{3 \dot{y}_{e}}-\tan \left(y_{e}\right)+u_{e} \\
& \Rightarrow 0=\cos (0)+e^{3 \times 0}-\tan (0)+u_{e}  \tag{1.36}\\
& \Rightarrow u_{e}=-2
\end{align*}
$$

Matrices $\mathbf{A}$ and $\mathbf{B}$ are constant matrices which are computed as follows:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left.\frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{\underline{u}}}\right|_{u=u_{e}, \underline{\underline{x}}=\underline{x}_{e}}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-\left(1+\tan ^{2}\left(x_{1 e}\right)\right) & 3 e^{3 x_{2 e}} & -\sin \left(x_{3 e}\right)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1 & 3 & 0
\end{array}\right]  \tag{1.37}\\
\mathbf{B}=\left.\frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{u=u_{e}, \underline{x}=\underline{x}_{e}}=\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
\end{array}\right.
$$

Similarly matrices $\mathbf{C}$ and $\mathbf{D}$ are constant matrices which are computed as follows:

$$
\left\{\begin{array}{l}
\mathbf{C}=\left.\frac{\partial h(\underline{x}, \underline{u})}{\partial \underline{x}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]  \tag{1.38}\\
\mathbf{D}=\left.\frac{\partial h(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}}=0
\end{array}\right.
$$

Consequently the non-linear time-invariant state representation $\frac{d^{3} y(t)}{d t^{3}}=\cos (\ddot{y}(t))+e^{3 \dot{y}(t)}-\tan (y(t))+u(t)$ can be approximated around the equilibrium output $y_{e}=0$ by the following linear time-invariant state-space representation:

$$
\left\{\begin{array}{l}
\delta \underline{\dot{x}}(t)=\mathbf{A} \delta \underline{x}(t)+\mathbf{B} \delta u(t)=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1 & 3 & 0
\end{array}\right] \delta \underline{x}(t)+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] \delta u(t)  \tag{1.39}\\
\delta y(t)=\mathbf{C} \delta \underline{x}(t)+\mathbf{D} \delta u(t)=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right] \delta \underline{x}(t)
\end{array}\right.
$$

The Scilab code to get the state matrix $\mathbf{A}$ around the equilibrium point $\left(\underline{x}_{e}=\right.$ $\left.\underline{0}, u_{e}=-2\right)$ is the following:

```
function xdot = f(x,u)
    xdot = zeros(3,1);
    xdot(1) = x(2);
    xdot(2) = x(3);
    xdot(3) = cos(x(3)) + exp(3*x(2)) - tan(x(1)) + u;
endfunction
xe = zeros(3,1);
xe(3) = 0;
ue = -2;
disp(f(xe,ue), 'f(xe,ue)=');
disp(numderivative(list(f,ue),xe),'df/dx=');
```

Example 1.2. We consider the following equations which represent the dynamics of an aircraft considered as a point with constant mass ${ }^{2}$ :

$$
\left\{\begin{array}{c}
m \dot{V}=T-D-m g \sin (\gamma)  \tag{1.40}\\
m V \dot{\gamma}=L \cos (\phi)-m g \cos (\gamma) \\
m V \cos (\gamma) \dot{\psi}=L \sin (\phi) \\
\dot{\phi}=p
\end{array}\right.
$$

Where:

- $V$ is the airspeed of the aircraft;
- $\gamma$ is the flight path angle;
$-\psi$ is the heading;

[^2]- $\phi$ is the bank angle;
- $m$ is the mass (assumed constant) of the aircraft;
- $T$ is the Thrust force applied by the engines on the aircraft model;
- D is the Drag force;
- $g$ is the acceleration of gravity $\left(g=9.80665 \mathrm{~m} / \mathrm{s}^{2}\right)$;
- L is the Lift force;
- $\phi$ is the bank angle;
- $p$ is the roll rate.

We will assume that the aircraft control vector $\underline{u}(t)$ has the following components:

- The longitudinal load factor $n_{x}$ :

$$
\begin{equation*}
n_{x}=\frac{T-D}{m g} \tag{1.41}
\end{equation*}
$$

- The vertical load factor $n_{z}$ :

$$
\begin{equation*}
n_{z}=\frac{L}{m g} \tag{1.42}
\end{equation*}
$$

- The roll rate $p$

Taking into account the components of the control vector $\underline{u}(t)$ the dynamics of the aircraft model (1.40) reads as follows:

$$
\left\{\begin{array}{c}
\dot{V}=g\left(n_{x}-\sin (\gamma)\right)  \tag{1.43}\\
\dot{\gamma}=\frac{g}{V}\left(n_{z} \cos (\phi)-\cos (\gamma)\right) \\
\dot{\psi}=\frac{g}{V} \frac{\sin (\phi)}{\cos (\gamma)} n_{z} \\
\dot{\phi}=p
\end{array}\right.
$$

This is clearly a non-linear time-invariant state equation of the form:

$$
\begin{equation*}
\underline{\dot{x}}=f(\underline{x}, \underline{u}) \tag{1.44}
\end{equation*}
$$

Where:

$$
\left\{\begin{array}{l}
\underline{x}=\left[\begin{array}{llll}
V & \gamma & \psi & \phi
\end{array}\right]^{T}  \tag{1.45}\\
\underline{u}=\left[\begin{array}{lll}
n_{x} & n_{z} & p
\end{array}\right]^{T}
\end{array}\right.
$$

Let $\left(\underline{x}_{e}, \underline{u}_{e}\right)$ be an equilibrium point defined by:

$$
\begin{equation*}
f\left(\underline{x}_{e}, \underline{u}_{e}\right)=\underline{0} \tag{1.46}
\end{equation*}
$$

The equilibrium point (or trim) for the aircraft model is obtained by arbitrarily setting the values of state vector $\underline{x}_{e}=\left[\begin{array}{llll}V_{e} & \gamma_{e} & \psi_{e} & \phi_{e}\end{array}\right]^{T}$ which are airspeed, flight path angle, heading and bank angle, respectively. From that
value of the state vector $\underline{x}_{e}$ we get the value of the corresponding control vector $\underline{u}_{e}=\left[\begin{array}{lll}n_{x e} & n_{z e} & p_{e}\end{array}\right]^{T}$ by solving the following set of equations:

$$
\left\{\begin{array}{c}
0=g\left(n_{x e}-\sin \left(\gamma_{e}\right)\right)  \tag{1.47}\\
0=\frac{g}{V_{e}}\left(n_{z e} \cos \left(\phi_{e}\right)-\cos \left(\gamma_{e}\right)\right) \\
0=\frac{g}{V_{e}} \frac{\sin \left(\phi_{e}\right)}{\cos \left(\gamma_{e}\right)} n_{z e} \\
0=p_{e}
\end{array}\right.
$$

We get:

$$
\left\{\begin{array}{c}
p_{e}=0  \tag{1.48}\\
\phi_{e}=0 \\
n_{z e}=\frac{\cos \left(\gamma_{e}\right)}{\cos \left(\phi_{e}\right)} \quad \text { here } \phi_{e}=0 \Rightarrow n_{z e}=\cos \left(\gamma_{e}\right) \\
n_{x e}=\sin \left(\gamma_{e}\right)
\end{array}\right.
$$

Let $\delta \underline{x}(t)$ and $\delta \underline{x}(t)$ be defined as follows:

$$
\left\{\begin{array}{l}
\underline{x}(t)=\underline{x}_{e}+\delta \underline{x}(t)  \tag{1.49}\\
\underline{u}(t)=\underline{u}_{e}+\delta \underline{u}(t)
\end{array}\right.
$$

The linearization of the vector field $f$ around the equilibrium point $\left(\underline{x}_{e}, \underline{u}_{e}\right)$ reads:

$$
\begin{equation*}
\left.\delta \underline{\dot{x}}(t) \approx \frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{x}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}} \delta \underline{x}(t)+\left.\frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}} \delta \underline{u}(t) \tag{1.50}
\end{equation*}
$$

Assuming a level flight $\left(\gamma_{e}=0\right)$ we get the following expression of the state vector at the equilibrium:

$$
\underline{x}_{e}=\left[\begin{array}{c}
V_{e}  \tag{1.51}\\
\gamma_{e}=0 \\
\psi_{e} \\
\phi_{e}=0
\end{array}\right]
$$

Thus the control vector at the equilibrium reads:

$$
\underline{u}_{e}=\left[\begin{array}{c}
n_{x e}=\sin \left(\gamma_{e}\right)=0  \tag{1.52}\\
n_{z e}=\cos \left(\gamma_{e}\right)=1 \\
p_{e}=0
\end{array}\right]
$$

Consequently:

$$
\begin{align*}
\left.\frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{x}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}} & \left.\left.=\left[\begin{array}{rrrr}
0 & -g \cos (\gamma) & 0 & 0 \\
-\frac{g}{V^{2}}\left(n_{z} \cos (\phi)-\cos (\gamma)\right) & \frac{g}{V} \sin (\gamma) & 0 & -\frac{g}{V} n_{z} \sin (\phi) \\
& -\frac{g}{V^{2}} \frac{\sin (\phi)}{\cos (\gamma)} n_{z} & -\frac{g}{V} \frac{\sin (\phi) \sin (\gamma)}{\cos ^{2}(\gamma)} n_{z} & 0 \\
0 & 0 & 0 & \frac{g}{V} \frac{\cos (\phi)}{\cos (\gamma)} n_{z} \\
& & 0
\end{array}\right] \right\rvert\, \begin{array}{l}
\underline{x}=\underline{x}_{e} \\
\\
\\
\end{array} \quad \begin{array}{rrrrc}
0 & -g & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{g}{V_{e}} \\
0 & 0 & 0 & 0
\end{array}\right]
\end{align*}
$$

And:

$$
\begin{aligned}
\left.\frac{\partial f(\underline{x}, \underline{u})}{\partial \underline{u}}\right|_{\underline{u}=\underline{u}_{e}, \underline{x}=\underline{x}_{e}} & \left.=\left[\begin{array}{ccc}
g & 0 & 0 \\
0 & \frac{g}{V} \cos (\phi) & 0 \\
0 & \frac{g}{V} \frac{\sin (\phi)}{\cos (\gamma)} & 0 \\
0 & 0 & 1
\end{array}\right] \right\rvert\, \begin{array}{c}
V=V_{e} \\
\gamma=\gamma_{e}=0 \\
n_{z}=n_{z e}=\cos \left(\gamma_{e}\right)=1 \\
\phi=\phi_{e}=0
\end{array} \\
& =\left[\begin{array}{ccc}
g & 0 & 0 \\
0 & \frac{g}{V_{e}} & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

Finally using the fact that $\gamma_{e}=0 \Rightarrow \delta \gamma=\gamma, \phi_{e}=0 \Rightarrow \delta \phi=\phi$ and $p_{e}=0 \Rightarrow \delta p=p$ we get the following linear time-invariant state equation:

$$
\left[\begin{array}{c}
\delta \dot{V}  \tag{1.55}\\
\dot{\gamma} \\
\delta \dot{\psi} \\
\dot{\phi}
\end{array}\right]=\left[\begin{array}{rrrr}
0 & -g & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{g}{V_{e}} \\
0 & 0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\delta V \\
\gamma \\
\delta \psi \\
\phi
\end{array}\right]+\left[\begin{array}{ccc}
g & 0 & 0 \\
0 & \frac{g}{V_{e}} & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\delta n_{x} \\
\delta n_{z} \\
p
\end{array}\right]
$$

Obviously this is a state equation of the form $\delta \underline{\dot{x}}(t)=\mathbf{A} \delta \underline{x}(t)+\mathbf{B} \delta \underline{u}(t)$.
It can be seen that the linear aircraft model can be decoupled into longitudinal and lateral dynamics:

- Longitudinal linearized dynamics:

$$
\left[\begin{array}{c}
\delta \dot{V}  \tag{1.56}\\
\dot{\gamma}
\end{array}\right]=\left[\begin{array}{cc}
0 & -g \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\delta V \\
\delta \gamma
\end{array}\right]+\left[\begin{array}{cc}
g & 0 \\
0 & \frac{g}{V_{e}}
\end{array}\right]\left[\begin{array}{l}
\delta n_{x} \\
\delta n_{z}
\end{array}\right]
$$

- Lateral linearized dynamics:

$$
\left[\begin{array}{c}
\delta \dot{\psi}  \tag{1.57}\\
\dot{\phi}
\end{array}\right]=\left[\begin{array}{cc}
0 & \frac{g}{V_{e}} \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\delta \psi \\
\phi
\end{array}\right]+\left[\begin{array}{l}
0 \\
1
\end{array}\right] p
$$

The previous equations show that:

- Airspeed variation is commanded by the longitudinal load factor $n_{x}$;
- Flight path angle variation is commanded by the vertical load factor $n_{z}$;
- Heading variation is commanded by the roll rate $p$.


### 1.4 From state-space representation to transfer function

Let's consider the state-space representation (1.9) with state vector $\underline{x}(t)$, input vector $\underline{u}(t)$ and output vector $\underline{y}(t)$. The transfer function relates the relation
between the Laplace transform of the output vector, $\underline{Y}(s)=\mathcal{L}[y(t)]$, and the Laplace transform of the input vector, $\underline{U}(s)=\mathcal{L}[\underline{u}(t)]$, assuming no initial condition, that is $\left.\underline{x}(t)\right|_{t=0^{+}}=0$. From (1.9) we get:

$$
\left.\underline{x}(t)\right|_{t=0^{+}}=0 \Rightarrow\left\{\begin{array}{l}
s \underline{X}(s)=\mathbf{A} \underline{X}(s)+\mathbf{B} \underline{U}(s)  \tag{1.58}\\
\underline{Y}(s)=\mathbf{C} \underline{X}(s)+\mathbf{D} \underline{U}(s)
\end{array}\right.
$$

From the first equation of (1.58) we obtain the expression of the Laplace transform of the state vector (be careful to multiply $s$ by the identity matrix to obtain a matrix with the same size than $\mathbf{A}$ ):

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A}) \underline{X}(s)=\mathbf{B} \underline{U}(s) \Leftrightarrow \underline{X}(s)=(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \underline{U}(s) \tag{1.59}
\end{equation*}
$$

And using this result in the second equation of (1.58) leads to the expression of the transfer function $\mathbf{F}(s)$ of the system:

$$
\begin{equation*}
\underline{Y}(s)=\mathbf{C} \underline{X}(s)+\mathbf{D} \underline{U}(s)=\left(\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}\right) \underline{U}(s):=\mathbf{F}(s) \underline{U}(s) \tag{1.60}
\end{equation*}
$$

Where the transfer function $\mathbf{F}(s)$ of the system has the following expression:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{1.61}
\end{equation*}
$$

It is worth noticing that the denominator of the transfer function $\mathbf{F}(s)$ is also the determinant of matrix $s \mathbb{I}-\mathbf{A}$. Indeed the inverse of $s \mathbb{I}-\mathbf{A}$ is given by:

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A})^{-1}=\frac{1}{\operatorname{det}(s \mathbb{I}-\mathbf{A})} \operatorname{adj}(s \mathbb{I}-\mathbf{A}) \tag{1.62}
\end{equation*}
$$

Where $\operatorname{adj}(s \mathbb{I}-\mathbf{A})$ is the adjugate of matrix $s \mathbb{I}-\mathbf{A}$ (that is the transpose of the matrix of cofactors ${ }^{3}$ ). Consequently, and assuming no pole-zero cancellation between $\operatorname{adj}(s \mathbb{I}-\mathbf{A})$ and $\operatorname{det}(s \mathbb{I}-\mathbf{A})$, the eigenvalues of matrix $\mathbf{A}$ are also the poles of the transfer function $\mathbf{F}(s)$.

From (1.62) it can be seen that the polynomials which form the numerator of $\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}$ have a degree which is strictly lower than the degree of $\operatorname{det}(s \mathbb{I}-$ A). Indeed the entry in the $i^{\text {th }}$ row and $j^{t h}$ column of the cofactor matrix of $s \mathbb{I}-\mathbf{A}$ (and thus the adjugate matrix) is formed by the determinant of the submatrix formed by deleting the $i^{\text {th }}$ row and $j^{\text {th }}$ column of matrix $s \mathbb{I}-\mathbf{A}$; thus each determinant of those submatrices have a degree which is strictly lower than the degree of $\operatorname{det}(s \mathbb{I}-\mathbf{A})$. We say that $\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}$ is a strictly proper rational matrix which means that:

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}=\mathbf{0} \tag{1.63}
\end{equation*}
$$

In the general case of MIMO systems $\mathbf{F}(s)$ is a matrix of rational functions: the number of rows of $\mathbf{F}(s)$ is equal to the number of outputs of the system (that is the size of the output vector $\underline{y}(t)$ ) whereas the number of columns of $\mathbf{F}(s)$ is equal to the number of inputs of the system (that is the size of the input vector $\underline{u}(t))$.

[^3]
### 1.5 Zeros of a transfer function - Rosenbrock's system matrix

Let $\mathbf{R}(s)$ be the so-called Rosenbrock's system matrix, as proposed in 1967 by Howard H. Rosenbrock ${ }^{4}$ :

$$
\mathbf{R}(s)=\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\mathbf{B}  \tag{1.64}\\
\mathbf{C} & \mathbf{D}
\end{array}\right]
$$

From the fact that transfer function $\mathbf{F}(s)$ reads $\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}$, the following relation holds:

$$
\begin{align*}
{\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} & \mathbb{I}
\end{array}\right] \mathbf{R}(s) } & =\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} & \mathbb{I}
\end{array}\right]\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\mathbf{B} \\
\mathbf{C} & \mathbf{D}
\end{array}\right] \\
& =\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\mathbf{B} \\
\mathbf{0} & \mathbf{F}(s)
\end{array}\right] \tag{1.65}
\end{align*}
$$

Matrix $\left[\begin{array}{cc}\mathbb{I} & \mathbf{0} \\ -\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} & \mathbb{I}\end{array}\right]$ is a square matrix for which the following relation holds:

$$
\operatorname{det}\left(\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0}  \tag{1.66}\\
-\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} & \mathbb{I}
\end{array}\right]\right)=1
$$

Now assume that $\mathbf{R}(s)$ is a square matrix. Using the property $\operatorname{det}(\mathbf{X Y})=\operatorname{det}(\mathbf{X}) \operatorname{det}(\mathbf{Y})$, we get the following property for the Rosenbrock's system matrix $\mathbf{R}(s)$ :

$$
\begin{align*}
& \operatorname{det}\left(\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} & \mathbb{I}
\end{array}\right] \mathbf{R}(s)\right)=\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\mathbf{B} \\
\mathbf{0} & \mathbf{F}(s)
\end{array}\right]\right) \\
& \Rightarrow \operatorname{det}\left(\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} & \mathbb{I}
\end{array}\right]\right) \operatorname{det}(\mathbf{R}(s))=\operatorname{det}(s \mathbb{I}-\mathbf{A}) \operatorname{det}(\mathbf{F}(s)) \\
& \Rightarrow \operatorname{det}(\mathbf{R}(s))=\operatorname{det}(s \mathbb{I}-\mathbf{A}) \operatorname{det}(\mathbf{F}(s)) \tag{1.67}
\end{align*}
$$

For SISO systems we have $\operatorname{det}(\mathbf{F}(s))=F(s)$ and consequently the preceding property reduces as follows:

$$
\begin{equation*}
\operatorname{det}(\mathbf{F}(s))=F(s) \Rightarrow F(s)=\frac{\operatorname{det}(\mathbf{R}(s))}{\operatorname{det}(s \mathbb{I}-\mathbf{A})} \tag{1.68}
\end{equation*}
$$

For non-square matrices, the Sylvester's rank inequality states that if $\mathbf{X}$ is a $m \times n$ matrix and $\mathbf{Y}$ is a $n \times k$ matrix, then the following relation holds:

$$
\begin{equation*}
\operatorname{rank}(\mathbf{X})+\operatorname{rank}(\mathbf{Y})-n \leq \operatorname{rank}(\mathbf{X Y}) \leq \min (\operatorname{rank}(\mathbf{X}), \operatorname{rank}(\mathbf{Y})) \tag{1.69}
\end{equation*}
$$

For MIMO systems the transfer function between input $i$ and output $j$ is given by:

$$
F_{i j}(s)=\frac{\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\underline{b}_{i}  \tag{1.70}\\
\underline{c}_{j}^{T} & d_{i j}
\end{array}\right]\right)}{\operatorname{det}(s \mathbb{I}-\mathbf{A})}
$$

[^4]where $\underline{b}_{i}$ is the $i^{\text {th }}$ column of $\mathbf{B}$ and $\underline{c}_{j}^{T}$ the $j^{\text {th }}$ row of $\mathbf{C}$.

Furthermore in the general case of MIMO linear time invariant systems, the (transmission) zeros of a transfer function $\mathbf{F}(s)$ are defined as the values of $s$ such that the rank of the Rosenbrock's system matrix $\mathbf{R}(s)=\left[\begin{array}{cc}s \mathbb{I}-\mathbf{A} & -\mathbf{B} \\ \mathbf{C} & \mathbf{D}\end{array}\right]$ is lower than its normal rank, meaning that the rank of $\mathbf{R}(s)$ drops.

When $\mathbf{R}(s)$ is a square matrix this means that $\mathbf{R}(s)$ is not invertible; in such a situation the (transmission) zeros are the values of $s$ such that $\operatorname{det}(\mathbf{R}(s))=0$.

Furthermore when $\mathbf{R}(s)$ is a square matrix a (transmission) zero $z$ in the transfer function $\mathbf{F}(s)$ indicates that there exists non-zero input vectors $\underline{u}(t)$ which produces a null output vector $\underline{y}(t)$. Let's write the state vector $\underline{x}(t)$ and input vector $\underline{u}(t)$ as follows where $z$ is a (transmission) zero of the system:

$$
\left\{\begin{array}{l}
\underline{x}(t)=\underline{x}_{0} e^{z t}  \tag{1.71}\\
\underline{u}(t)=\underline{u}_{0} e^{z t}
\end{array}\right.
$$

Imposing a null output vector $\underline{y}(t)$ we get from the state-space representation (1.9):

$$
\left\{\begin{array} { l } 
{ \underline { \dot { x } } ( t ) = \mathbf { A } \underline { x } ( t ) + \mathbf { B } \underline { u } ( t ) }  \tag{1.72}\\
{ \underline { y } ( t ) = \mathbf { C } \underline { x } ( t ) + \mathbf { D } \underline { u } ( t ) }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
z \underline{x}_{0} e^{z t}=\mathbf{A} \underline{x}_{0} e^{z t}+\mathbf{B} \underline{u}_{0} e^{z t} \\
\underline{0}=\mathbf{C} \underline{x}_{0} e^{z t}+\mathbf{D} \underline{u}_{0} e^{z t}
\end{array}\right.\right.
$$

That is:

$$
\left\{\begin{array}{l}
(z \mathbb{I}-\mathbf{A}) \underline{x}_{0} e^{z t}-\mathbf{B} \underline{u}_{0} e^{z t}=\underline{0}  \tag{1.73}\\
\mathbf{C} \underline{x}_{0} e^{z t}+\mathbf{D} \underline{u}_{0} e^{z t}=\underline{0}
\end{array} \Leftrightarrow\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\mathbf{B} \\
\mathbf{C} & \mathbf{D}
\end{array}\right]_{s=z}\left[\begin{array}{l}
\underline{x}_{0} \\
\underline{u}_{0}
\end{array}\right] e^{z t}=\underline{0}\right.
$$

This relation holds for a non-zero input vector $\underline{u}(t)=\underline{u}_{0} e^{z t}$ and a non-zero state vector $\underline{x}(t)=\underline{x}_{0} e^{z t}$ when the values of $s$ are chosen such that $\mathbf{R}(s)$ is not invertible ( $\mathbf{R}(s)$ is assumed to be square); in such a situation the (transmission) zeros are the values of $s$ such that $\operatorname{det}(\mathbf{R}(s))=0$. We thus retrieve Rosenbrock's result.

Example 1.3. Let's consider the following state-space representation:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\left[\begin{array}{cc}
-7 & -12 \\
1 & 0
\end{array}\right] \underline{x}(t)+\left[\begin{array}{l}
1 \\
0
\end{array}\right] \underline{u}(t)  \tag{1.74}\\
\underline{y}(t)=\left[\begin{array}{ll}
1 & 2
\end{array}\right] \underline{x}(t)
\end{array}\right.
$$

From the identification with the general form of a state-space representation (1.9) it is clear that $\mathbf{D}=\mathbf{0}$. Furthermore we get the following expression for the transfer function:

$$
\begin{align*}
F(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \\
& =\left[\begin{array}{ll}
1 & 2
\end{array}\right]\left[\begin{array}{cc}
s+7 & 12 \\
-1 & s
\end{array}\right]^{-1}\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
& =\left[\begin{array}{ll}
1 & 2
\end{array}\right] \frac{1}{s(s+7)+12}\left[\begin{array}{cc}
s & -12 \\
1 & s+7
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]  \tag{1.75}\\
& =\frac{1}{s^{2}+7 s+12}\left[\begin{array}{ll}
1 & 2
\end{array}\right]\left[\begin{array}{l}
s \\
1
\end{array}\right] \\
& =\frac{s+2}{s^{2}+7 s+12}
\end{align*}
$$

It can be checked the denominator of the transfer function $F(s)$ is also the determinant of matrix $s \mathbb{I}-\mathbf{A}$.

$$
\operatorname{det}(s \mathbb{I}-\mathbf{A})=\operatorname{det}\left(\left[\begin{array}{cc}
s+7 & 12  \tag{1.76}\\
-1 & s
\end{array}\right]\right)=s^{2}+7 s+12
$$

Furthermore as far as $F(s)$ is the transfer function of a SISO system it can also be checked that its numerator of can be obtained thanks to the following relation:

$$
\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\mathbf{B}  \tag{1.77}\\
\mathbf{C} & \mathbf{D}
\end{array}\right]\right)=\operatorname{det}\left(\left[\begin{array}{ccc}
s+7 & 12 & -1 \\
-1 & s & 0 \\
1 & 2 & 0
\end{array}\right]\right)=s+2
$$

Thus the only (transmission) zero for this system is $s=-2$.

### 1.6 Faddeev-Leverrier's method to get $(s \mathbb{I}-\mathbf{A})^{-1}$

Let $\mathbf{A}$ be a $n \times n$ matrix with coefficients in $\mathbb{R}$. Then matrix $(s \mathbb{I}-\mathbf{A})^{-1}$, which is called the resolvent of $\mathbf{A}$, may be obtained by a method proposed by D.K. Faddeev (Dmitrii Konstantinovitch Faddeev, 1907-1989, was a Russian mathematician). This is a modification of a method proposed by U.J.J. Leverrier (Urbain Jean Joseph Le Verrier, 1811-1877, was a French mathematician who specialized in celestial mechanics and is best known for predicting the existence and position of Neptune using only mathematics ${ }^{5}$ ). The starting point of the method is to relate the resolvent of matrix $\mathbf{A}$ to its characteristic polynomial $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ through the following relation:

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A})^{-1}=\frac{\mathbf{N}(s)}{\operatorname{det}(s \mathbb{I}-\mathbf{A})}=\frac{\mathbf{F}_{0} s^{n-1}+\mathbf{F}_{1} s^{n-2}+\cdots+\mathbf{F}_{n-1}}{s^{n}-d_{1} s^{n-1}-\cdots-d_{n}} \tag{1.78}
\end{equation*}
$$

where the adjugate matrix $\mathbf{N}(s)$ is a polynomial matrix in $s$ of degree $n-1$ with constant $n \times n$ coefficient matrices $\mathbf{F}_{0}, \cdots, \mathbf{F}_{n-1}$.

The Faddeev-Leverrier's method indicates that the $n$ matrices $\mathbf{F}_{k}$ and coefficients $d_{k}$ in (1.78) can be computed recursively as follows:

$$
\begin{align*}
& \begin{cases}\mathbf{F}_{0}=\mathbb{I} & \\
d_{1}=\operatorname{tr}\left(\mathbf{A} \mathbf{F}_{0}\right) & \text { and } \mathbf{F}_{1}=\mathbf{A} \mathbf{F}_{0}-d_{1} \mathbb{I} \\
d_{2}=\frac{1}{2} \operatorname{tr}\left(\mathbf{A} \mathbf{F}_{1}\right) & \text { and } \mathbf{F}_{2}=\mathbf{A} \mathbf{F}_{1}-d_{2} \mathbb{I} \\
\vdots & \\
d_{k}=\frac{1}{k} \operatorname{tr}\left(\mathbf{A} \mathbf{F}_{k-1}\right) & \text { and } \mathbf{F}_{k}=\mathbf{A} \mathbf{F}_{k-1}-d_{k} \mathbb{I} \\
\vdots \\
d_{n}=\frac{1}{n} \operatorname{tr}\left(\mathbf{A} \mathbf{F}_{n-1}\right) & \\
\text { and } \operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}-d_{1} s^{n-1}-\cdots-d_{n}\end{cases} \tag{1.79}
\end{align*}
$$

[^5]To arrive at the Faddeev-Leverrier's method we shall compare coefficients of like powers of $s$ in the following formula which is derived from (1.78):

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A})\left(\mathbf{F}_{0} s^{n-1}+\mathbf{F}_{1} s^{n-2}+\cdots+\mathbf{F}_{n-1}\right)=\mathbb{I}\left(s^{n}-d_{1} s^{n-1}-\cdots-d_{n}\right) \tag{1.80}
\end{equation*}
$$

and obtain immediately that matrices $\mathbf{F}_{k}$ are given by:

$$
\left\{\begin{array}{l}
\mathbf{F}_{0}=\mathbb{I}  \tag{1.81}\\
\mathbf{F}_{1}=\mathbf{A} \mathbf{F}_{0}-d_{1} \mathbb{I} \\
\mathbf{F}_{2}=\mathbf{A} \mathbf{F}_{1}-d_{2} \mathbb{I} \\
\vdots \\
\mathbf{F}_{k}=\mathbf{A} \mathbf{F}_{k-1}-d_{k} \mathbb{I}
\end{array}\right.
$$

The rest of the proof can be found in the paper of Shui-Hung Hou ${ }^{6}$.
Example 1.4. Compute the resolvent of matrix $\mathbf{A}$ where:

$$
\mathbf{A}=\left[\begin{array}{ll}
0 & 1  \tag{1.82}\\
0 & 0
\end{array}\right]
$$

Matrix A is a $2 \times 2$ matrix. The Faddeev-Leverrier's method gives:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{F}_{0}=\mathbb{I} \\
d_{1}=\operatorname{tr}\left(\mathbf{A F}_{0}\right)=\operatorname{tr}(\mathbf{A})=0 \text { and } \mathbf{F}_{1}=\mathbf{A} \mathbf{F}_{0}-d_{1} \mathbb{I}=\mathbf{A} \\
d_{2}=\frac{1}{2} \operatorname{tr}\left(\mathbf{A F}_{1}\right)=\frac{1}{2} \operatorname{tr}\left(\mathbf{A}^{2}\right)=0
\end{array}\right.  \tag{1.83}\\
& \text { and } \operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}-d_{1} s-d_{2}=s^{2}
\end{align*}
$$

Then:

$$
(s \mathbb{I}-\mathbf{A})^{-1}=\frac{\mathbf{F}_{0} s+\mathbf{F}_{1}}{\operatorname{det}(s \mathbb{I}-\mathbf{A})}=\frac{1}{s^{2}}\left[\begin{array}{cc}
s & 1  \tag{1.84}\\
0 & s
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{s} & \frac{1}{s^{2}} \\
0 & \frac{1}{s^{2}}
\end{array}\right]
$$

Example 1.5. Compute the resolvent of matrix $\mathbf{A}$ where:

$$
\mathbf{A}=\left[\begin{array}{cc}
1 & 2  \tag{1.85}\\
0 & -5
\end{array}\right]
$$

Matrix $\mathbf{A}$ is a $2 \times 2$ matrix. The Faddeev-Leverrier's method gives:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{F}_{0}=\mathbb{I} \\
d_{1}=\operatorname{tr}\left(\mathbf{A F}_{0}\right)=-4 \text { and } \mathbf{F}_{1}=\mathbf{A F}_{0}-d_{1} \mathbb{I}=\left[\begin{array}{cc}
5 & 2 \\
0 & -1
\end{array}\right] \\
d_{2}=\frac{1}{2} \operatorname{tr}\left(\mathbf{A} \mathbf{F}_{1}\right)=\frac{1}{2} \operatorname{tr}\left(\left[\begin{array}{ll}
5 & 0 \\
0 & 5
\end{array}\right]\right)=5
\end{array}\right.  \tag{1.86}\\
& \text { and } \operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}-d_{1} s-d_{2}=s^{2}+4 s-5=(s-1)(s+5)
\end{align*}
$$

[^6]Then:

$$
\begin{align*}
(s \mathbb{I}-\mathbf{A})^{-1} & =\frac{\mathbf{F}_{0}\left(+\mathbf{F}_{1}\right.}{\operatorname{det}(s \mathbb{I} \mathbf{A})}=\frac{1}{(s-1)(s+5)}\left[\begin{array}{cc}
s+5 & 2 \\
0 & s-1
\end{array}\right] \\
& =\left[\begin{array}{cc}
\frac{1}{s-1} & \frac{2}{(s-1)(s+5)} \\
0 & \frac{1}{s+5}
\end{array}\right] \tag{1.87}
\end{align*}
$$

Example 1.6. Compute the resolvent of matrix $\mathbf{A}$ where:

$$
\mathbf{A}=\left[\begin{array}{cc}
0 & 1  \tag{1.88}\\
-\omega_{0}^{2} & -2 m \omega_{0}
\end{array}\right]
$$

Matrix $\mathbf{A}$ is a $2 \times 2$ matrix. The Faddeev-Leverrier's method gives:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{F}_{0}=\mathbb{I} \\
d_{1}=\operatorname{tr}\left(\mathbf{A F}_{0}\right)=-2 m \omega_{0} \text { and } \mathbf{F}_{1}=\mathbf{A} \mathbf{F}_{0}-d_{1} \mathbb{I}=\left[\begin{array}{cc}
2 m \omega_{0} & 1 \\
-\omega_{0}^{2} & 0
\end{array}\right] \\
d_{2}=\frac{1}{2} \operatorname{tr}\left(\mathbf{A} \mathbf{A}_{1}\right)=\frac{1}{2} \operatorname{tr}\left(\left[\begin{array}{cc}
-\omega_{0}^{2} & 0 \\
-4 m \omega_{0}^{3} & -\omega_{0}^{2}
\end{array}\right]\right)=-\omega_{0}^{2}
\end{array}\right.  \tag{1.89}\\
& \text { and } \operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}-d_{1} s-d_{2}=s^{2}+2 m \omega_{0} s+\omega_{0}^{2}
\end{align*}
$$

Then:

$$
\begin{align*}
(s \mathbb{I}-\mathbf{A})^{-1} & =\frac{\mathbf{F}_{0} s+\mathbf{F}_{1}}{\operatorname{det}(s \mathbb{I}-\mathbf{A})} \\
& =\frac{1}{s^{2}+2 m \omega_{0} s+\omega_{0}^{2}}\left[\begin{array}{cc}
s+2 m \omega_{0} & 1 \\
-\omega_{0}^{2} & s
\end{array}\right] \tag{1.90}
\end{align*}
$$

Example 1.7. Compute the resolvent of matrix $\mathbf{A}$ where:

$$
\mathbf{A}=\left[\begin{array}{ccc}
2 & -1 & 0  \tag{1.91}\\
0 & 1 & 0 \\
1 & -1 & 1
\end{array}\right]
$$

Matrix A is a $3 \times 3$ matrix. The Faddeev-Leverrier's method gives:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{F}_{0}=\mathbb{I} \\
d_{1}=\operatorname{tr}\left(\mathbf{A F}_{0}\right)=4 \text { and } \mathbf{F}_{1}=\mathbf{A} \mathbf{F}_{0}-d_{1} \mathbb{I}=\left[\begin{array}{ccc}
-2 & -1 & 0 \\
0 & -3 & 0 \\
1 & -1 & -3
\end{array}\right] \\
d_{2}=\frac{1}{2} \operatorname{tr}\left(\mathbf{A} \mathbf{F}_{1}\right)=\frac{1}{2} \operatorname{tr}\left(\left[\begin{array}{ccc}
-4 & 1 & 0 \\
0 & -3 & 0 \\
-1 & 1 & -3
\end{array}\right]\right)=-5 \\
\mathbf{F}_{2}=\mathbf{A} \mathbf{F}_{1}-d_{2} \mathbb{I}=\left[\begin{array}{ccc}
1 & 0 \\
0 & 2 & 0 \\
-1 & 1 & 2
\end{array}\right] \\
d_{3}=\frac{1}{3} \operatorname{tr}\left(\mathbf{A F}_{2}\right)=\frac{1}{3} \operatorname{tr}\left(\left[\begin{array}{lll}
2 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 2
\end{array}\right]\right)=2
\end{array}\right. \\
& \text { and } \operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{3}-d_{1} s^{2}-d_{2} s-d_{3}=s^{3}-4 s^{2}+5 s-2 \tag{1.92}
\end{align*}
$$

Then:

$$
\begin{align*}
(s \mathbb{I}-\mathbf{A})^{-1} & =\frac{\mathbf{F}_{0} s^{2}+\mathbf{F}_{1} s+\mathbf{F}_{2}}{\operatorname{det}(s \mathbb{I}-\mathbf{A})} \\
& =\frac{1}{s^{3}-4 s^{2}+5 s-2}\left[\begin{array}{ccc}
s^{2}-2 s+1 & -s+1 & 0 \\
0 & s^{2}-3 s+2 & 0 \\
s-1 & -s+1 & s^{2}-3 s+2
\end{array}\right] \\
& =\frac{1}{(s-2)(s-1)^{2}}\left[\begin{array}{ccc}
(s-1)^{2} & -(s-1) & 0 \\
0 & (s-2)(s-1) & 0 \\
s-1 & -(s-1) & (s-2)(s-1)
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\frac{1}{s-2} & \frac{-1}{(s-1)(s-2)} & 0 \\
0 & \frac{1}{s-1} & 0 \\
\frac{1}{(s-1)(s-2)} & \frac{1}{(s-1)(s-2)} & \frac{1}{s-1}
\end{array}\right] \tag{1.93}
\end{align*}
$$

### 1.7 Matrix inversion lemma

Assuming that $\mathbf{A}_{11}$ and $\mathbf{A}_{22}$ are invertible matrices, the inversion of a partitioned matrix reads as follows:

$$
\begin{align*}
{\left[\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right]^{-1} } & =\left[\begin{array}{cc}
\mathbf{Q}_{1} & -\mathbf{A}_{11}^{-1} \mathbf{A}_{12} \mathbf{Q}_{2} \\
-\mathbf{A}_{22}^{-1} \mathbf{A}_{21} \mathbf{Q}_{1} & \mathbf{Q}_{2} \\
& =\left[\begin{array}{cc}
\mathbf{Q}_{1} & -\mathbf{Q}_{1} \mathbf{A}_{12} \mathbf{A}_{22}^{-1} \\
-\mathbf{Q}_{2} \mathbf{A}_{21} \mathbf{A}_{11}^{-1} & \mathbf{Q}_{2}
\end{array}\right]
\end{array} .\right. \tag{1.94}
\end{align*}
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{Q}_{1}=\left(\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{A}_{21}\right)^{-1}  \tag{1.95}\\
\mathbf{Q}_{2}=\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}\right)^{-1}
\end{array}\right.
$$

We can check that:

$$
\left[\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12}  \tag{1.96}\\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{Q}_{1} & -\mathbf{A}_{11}^{-1} \mathbf{A}_{12} \mathbf{Q}_{2} \\
-\mathbf{A}_{22}^{-1} \mathbf{A}_{21} \mathbf{Q}_{1} & \mathbf{Q}_{2}
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{I} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
$$

and that:

$$
\left[\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12}  \tag{1.97}\\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{Q}_{1} & -\mathbf{Q}_{1} \mathbf{A}_{12} \mathbf{A}_{22}^{-1} \\
-\mathbf{Q}_{2} \mathbf{A}_{21} \mathbf{A}_{11}^{-1} & \mathbf{Q}_{2}
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{I} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
$$

Matrix inversion formula can be used to compute the resolvent of $\mathbf{A}$, that is matrix $(s \mathbb{I}-\mathbf{A})^{-1}$.

From the preceding relations the matrix inversion lemma reads as follows:

$$
\begin{align*}
&\left(\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{A}_{21}\right)^{-1} \\
&=\mathbf{A}_{11}^{-1}+\mathbf{A}_{11}^{-1} \mathbf{A}_{12}\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}\right)^{-1} \mathbf{A}_{21} \mathbf{A}_{11}^{-1} \tag{1.98}
\end{align*}
$$

In the particular case of upper triangular matrix where $\mathbf{A}_{21}=\mathbf{0}$, the preceding relations simplify as follows:

$$
\left[\begin{array}{cc}
\mathbf{A}_{11} & \mathbf{A}_{12}  \tag{1.99}\\
\mathbf{0} & \mathbf{A}_{22}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\mathbf{A}_{11}^{-1} & -\mathbf{A}_{11}^{-1} \mathbf{A}_{12} \mathbf{A}_{22}^{-1} \\
\mathbf{0} & \mathbf{A}_{22}^{-1}
\end{array}\right]
$$



Figure 1.2: Parallel interconnection of systems

### 1.8 Interconnection of systems

We will consider in the following the state-space representation resulting from different systems interconnection. This will be useful to get the state-space representation of complex models.

Lets consider two linear time-invariant system with transfer functions $\mathbf{F}_{1}(s)$ and $\mathbf{F}_{2}(s)$ and state-space representations $\left(\begin{array}{c|c}\mathbf{A}_{1} & \mathbf{B}_{1} \\ \hline \mathbf{C}_{1} & \mathbf{D}_{1}\end{array}\right)$ and $\left(\begin{array}{c|c}\mathbf{A}_{2} & \mathbf{B}_{2} \\ \hline \mathbf{C}_{2} & \mathbf{D}_{2}\end{array}\right)$ :

$$
\left\{\begin{array} { l } 
{ \dot { x } _ { 1 } ( t ) = \mathbf { A } _ { 1 } \underline { x } _ { 1 } ( t ) + \mathbf { B } _ { 1 } \underline { u } _ { 1 } ( t ) }  \tag{1.100}\\
{ \underline { y } _ { 1 } ( t ) = \mathbf { C } _ { 1 } \underline { x } _ { 1 } ( t ) + \mathbf { D } _ { 1 } \underline { u } _ { 1 } ( t ) }
\end{array} \quad \text { and } \left\{\begin{array}{l}
\dot{x}_{2}(t)=\mathbf{A}_{2} \underline{x}_{2}(t)+\mathbf{B}_{2} \underline{u}_{2}(t) \\
\underline{y}_{2}(t)=\mathbf{C}_{2} \underline{x}_{2}(t)+\mathbf{D}_{2} \underline{u}_{2}(t)
\end{array}\right.\right.
$$

The state vector attached to the interconnection of two systems, whatever the type of interconnection, is the vector $\underline{x}(t)$ defined by:

$$
\underline{x}(t)=\left[\begin{array}{l}
\underline{x}_{1}(t)  \tag{1.101}\\
\underline{x}_{2}(t)
\end{array}\right]
$$

The output of the interconnection is denoted $\underline{y}(t)$ whereas the input is denoted $\underline{u}(t)$.

### 1.8.1 Parallel interconnection

Parallel interconnection is depicted on Figure 1.2. The transfer function $\mathbf{F}(s)$ of the parallel interconnection between two systems with transfer function $\mathbf{F}_{1}(s)$ and $\mathbf{F}_{2}(s)$ is:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{1}(s)+\mathbf{F}_{2}(s) \tag{1.102}
\end{equation*}
$$

Parallel interconnection is obtained when both systems have a common input and by summing the outputs assuming that the dimension of the outputs fit:

$$
\left\{\begin{array}{l}
\underline{u}(t)=\underline{u}_{1}(t)=\underline{u}_{2}(t)  \tag{1.103}\\
\underline{y}(t)=\underline{y}_{1}(t)+\underline{y}_{2}(t)
\end{array}\right.
$$

The state-space representation of the parallel interconnection is the following:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\left[\begin{array}{cc}
\mathbf{A}_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{2}
\end{array}\right] \underline{x}(t)+\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{B}_{2}
\end{array}\right] \underline{u}(t)  \tag{1.104}\\
\underline{y}(t)=\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right] \underline{x}(t)+\left(\mathbf{D}_{1}+\mathbf{D}_{2}\right) \underline{u}(t)
\end{array}\right.
$$



Figure 1.3: Series interconnection of systems

This result can also be easily retrieved by summing the realization of each transfer function:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{F}_{1}(s)+\mathbf{F}_{2}(s) \\
& =\mathbf{C}_{1}\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} \mathbf{B}_{1}+\mathbf{D}_{1}+\mathbf{C}_{2}\left(s \mathbb{I}-\mathbf{A}_{2}\right)^{-1} \mathbf{B}_{2}+\mathbf{D}_{2} \\
& =\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right]\left[\begin{array}{cc}
\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} & \mathbf{0} \\
\mathbf{0} & \left(s \mathbb{I}-\mathbf{A}_{2}\right)^{-1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{B}_{2}
\end{array}\right]+\mathbf{D}_{1}+\mathbf{D}_{2} \\
& =\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right]\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A}_{1} & \mathbf{0} \\
\mathbf{0} & s \mathbb{I}-\mathbf{A}_{2}
\end{array}\right]^{-1}\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{B}_{2}
\end{array}\right]+\mathbf{D}_{1}+\mathbf{D}_{2} \\
& =\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right]\left(s \mathbb{I}-\left[\begin{array}{cc}
\mathbf{A}_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{2}
\end{array}\right]\right)^{-1}\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{B}_{2}
\end{array}\right]+\mathbf{D}_{1}+\mathbf{D}_{2} \tag{1.105}
\end{align*}
$$

The preceding relation indicates that the realization of the $\operatorname{sum} \mathbf{F}_{1}(s)+\mathbf{F}_{2}(s)$ of two transfer functions is:

$$
\mathbf{F}_{1}(s)+\mathbf{F}_{2}(s)=\left(\begin{array}{cc|c}
\mathbf{A}_{1} & \mathbf{0} & \mathbf{B}_{1}  \tag{1.106}\\
\mathbf{0} & \mathbf{A}_{2} & \mathbf{B}_{2} \\
\hline \mathbf{C}_{1} & \mathbf{C}_{2} & \mathbf{D}_{1}+\mathbf{D}_{2}
\end{array}\right)
$$

### 1.8.2 Series interconnection

Series interconnection is depicted on Figure 1.3. The transfer function $\mathbf{F}(s)$ of the series interconnection between two systems with transfer function $\mathbf{F}_{1}(s)$ and $\mathbf{F}_{2}(s)$ is:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{2}(s) \mathbf{F}_{1}(s) \tag{1.107}
\end{equation*}
$$

Series interconnection is obtained when the output of the first system enters the second system as an input:

$$
\left\{\begin{array}{l}
\underline{u}_{2}(t)=\underline{y}_{1}(t)  \tag{1.108}\\
\underline{y}(t)=\underline{y}_{2}(t) \\
\underline{u}(t)=\underline{u}_{1}(t)
\end{array}\right.
$$

The state-space representation of the series interconnection is the following:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\left[\begin{array}{cc}
\mathbf{A}_{1} & \mathbf{0} \\
\mathbf{B}_{2} \mathbf{C}_{1} & \mathbf{A}_{2}
\end{array}\right] \underline{x}(t)+\left[\begin{array}{c}
\mathbf{B}_{1} \\
\mathbf{B}_{2} \mathbf{D}_{1}
\end{array}\right] \underline{u}(t)  \tag{1.109}\\
\underline{y}(t)=\left[\begin{array}{ll}
\mathbf{D}_{2} \mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right] \underline{x}(t)+\mathbf{D}_{2} \mathbf{D}_{1} \underline{u}(t)
\end{array}\right.
$$



Figure 1.4: Feedback interconnection of systems

### 1.8.3 Feedback interconnection

Feedback interconnection is depicted on Figure 1.4. To get the transfer function $\mathbf{F}(s)$ of the feedback interconnection between two systems with transfer function $\mathbf{F}_{1}(s)$ and $\mathbf{F}_{2}(s)$ we write the relation between the Laplace transform $\underline{Y}(s)$ of the output vector and the Laplace transform of input vector $\underline{U}(s)$ :

$$
\begin{align*}
& \underline{Y}(s)=\mathbf{F}_{1}(s)\left(\underline{U}(s)-\mathbf{F}_{2}(s) \underline{Y}(s)\right) \\
& \Leftrightarrow\left(\mathbb{I}-\mathbf{F}_{1}(s) \mathbf{F}_{2}(s)\right) \underline{Y}(s)=\mathbf{F}_{1}(s) \underline{U}(s)  \tag{1.110}\\
& \Leftrightarrow \underline{Y}(s)=\left(\mathbb{I}-\mathbf{F}_{1}(s) \mathbf{F}_{2}(s)\right)^{-1} \mathbf{F}_{1}(s) \underline{U}(s)
\end{align*}
$$

We finally get:

$$
\begin{equation*}
\mathbf{F}(s)=\left(\mathbb{I}-\mathbf{F}_{1}(s) \mathbf{F}_{2}(s)\right)^{-1} \mathbf{F}_{1}(s) \tag{1.111}
\end{equation*}
$$

As depicted on Figure 1.4 feedback interconnection is obtained when the output of the first system enters the second system as an input and by feeding the first system by the difference between the system input $\underline{u}(t)$ and the output of the second system (assuming that the dimension fit):

$$
\left\{\begin{array}{l}
\underline{u}_{1}(t)=\underline{u}(t)-\underline{y}_{2}(t) \Leftrightarrow \underline{u}(t)=\underline{u}_{1}(t)+\underline{y}_{2}(t)  \tag{1.112}\\
\underline{y}(t)=\underline{y}_{1}(t) \\
\underline{u}_{2}(t)=\underline{y}_{1}(t)
\end{array}\right.
$$

Thus the state-space representation of the feedback interconnection is the following:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A}_{f} \underline{x}(t)+\left[\begin{array}{c}
\mathbf{B}_{1}-\mathbf{B}_{1} \mathbf{D}_{2} \mathbf{M} \mathbf{D}_{1} \\
\mathbf{B}_{2} \mathbf{D}_{1}-\mathbf{B}_{2} \mathbf{D}_{1} \mathbf{D}_{2} \mathbf{M D}_{1}
\end{array}\right] \underline{u}(t)  \tag{1.113}\\
\mathbf{A}_{f}=\left[\begin{array}{cc}
\mathbf{A}_{1}-\mathbf{B}_{1} \mathbf{D}_{2} \mathbf{M} \mathbf{C}_{1} & -\mathbf{B}_{1} \mathbf{C}_{2}+\mathbf{B}_{1} \mathbf{D}_{2} \mathbf{M D}_{1} \mathbf{C}_{2} \\
\mathbf{B}_{2} \mathbf{C}_{1}-\mathbf{B}_{2} \mathbf{D}_{1} \mathbf{D}_{2} \mathbf{M} \mathbf{C}_{1} & \mathbf{A}_{2}-\mathbf{B}_{2} \mathbf{D}_{1} \mathbf{C}_{2}+\mathbf{B}_{2} \mathbf{D}_{1} \mathbf{D}_{2} \mathbf{M D}_{1} \mathbf{C}_{2}
\end{array}\right] \\
\mathbf{M}=\left(\mathbb{I}+\mathbf{D}_{1} \mathbf{D}_{2}\right)^{-1} \\
\underline{y}(t)=\mathbf{M}\left(\left[\begin{array}{ll}
\mathbf{C}_{1} & \left.\left.-\mathbf{D}_{1} \mathbf{C}_{2}\right] \underline{x}(t)+\mathbf{D}_{1} \underline{u}(t)\right)
\end{array}\right.\right.
\end{array}\right.
$$

In the special case of an unity feedback we have:

$$
\mathbf{F}_{2}(s)=\mathbb{I} \Leftrightarrow\left(\begin{array}{c|c}
\mathbf{A}_{2} & \mathbf{B}_{2}  \tag{1.114}\\
\hline \mathbf{C}_{2} & \mathbf{D}_{2}
\end{array}\right)=\left(\begin{array}{c|c}
\mathbf{0} & \mathbf{0} \\
\hline \mathbf{0} & \mathbf{K}_{2}
\end{array}\right)
$$

Thus the preceding relations reduce as follows:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A}_{f} \underline{x}(t)+\left[\begin{array}{c}
\mathbf{B}_{1}-\mathbf{B}_{1} \mathbf{K}_{2}\left(\mathbb{I}+\mathbf{D}_{1}\right)^{-1} \mathbf{D}_{1} \\
\mathbf{0}
\end{array}\right] \underline{u}(t)  \tag{1.115}\\
\mathbf{A}_{f}=\left[\begin{array}{cc}
\mathbf{A}_{1}-\mathbf{B}_{1} \mathbf{K}_{2}\left(\mathbb{I}+\mathbf{D}_{1} \mathbf{K}_{2}\right)^{-1} \mathbf{C}_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \\
\underline{y}(t)=\left(\mathbb{I}+\mathbf{D}_{1} \mathbf{K}_{2}\right)^{-1}\left(\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{0}]
\end{array}\right](t)+\mathbf{D}_{1} \underline{u}(t)\right)
\end{array}\right.
$$

It is clear from the preceding equation that the state vector of the system reduces to its first component $\underline{x}_{1}(t)$. Thus the preceding state-space realization reads:

$$
\left\{\begin{array}{l}
\underline{x}_{1}(t)=\left(\mathbf{A}_{1}-\mathbf{B}_{1} \mathbf{K}_{2}\left(\mathbb{I}+\mathbf{D}_{1} \mathbf{K}_{2}\right)^{-1} \mathbf{C}_{1}\right) \underline{x}_{1}(t)+\left(\mathbf{B}_{1}-\mathbf{B}_{1} \mathbf{K}_{2}\left(\mathbb{I}+\mathbf{D}_{1}\right)^{-1} \mathbf{D}_{1}\right) \underline{u}(t)  \tag{1.116}\\
\underline{y}(t)=\left(\mathbb{I}+\mathbf{D}_{1} \mathbf{K}_{2}\right)^{-1}\left(\mathbf{C}_{1} \underline{x}_{1}(t)+\mathbf{D}_{1} \underline{u}(t)\right)
\end{array}\right.
$$

## Chapter 2

## Realization of transfer functions

### 2.1 Introduction

A realization of a transfer function $\mathbf{F}(s)$ consists in finding a state-space model given the input-output description of the system through its transfer function. More specifically we call realization of a transfer function $\mathbf{F}(s)$ any quadruplet $(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D})$ such that:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{2.1}
\end{equation*}
$$

We said that a transfer function $\mathbf{F}(s)$ is realizable if $\mathbf{F}(s)$ is rational and proper. The state-space representation of a transfer function $\mathbf{F}(s)$ is then:

$$
\left\{\begin{array}{l}
\dot{x}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{2.2}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

This chapter focuses on canonical realizations of transfer functions that are the controllable canonical form, the observable canonical form and the diagonal (or modal) form. Realization of SISO (Single-Input Single Output), SIMO (Single-Input Multiple-Outputs) and MIMO (Multiple-Inputs Multiple-Outputs) linear time invariant systems will be presented.

### 2.2 Non-unicity of state-space representation

### 2.2.1 Similarity transformations

Contrary to linear differential equation or transfer function which describe the dynamics of a system in a single manner the state-space representation of a system is not unique. Indeed they are several ways to choose the internal variables which describe the dynamics of the system, that is the state vector $\underline{x}(t)$, without changing the input-output representation of the system, that is both the differential equation and the transfer function.

To be more specific let's consider the state-space representation (2.2) with state vector $\underline{x}(t)$. Then choose a similarity transformation with an invertible change of basis matrix $\mathbf{P}_{n}$ which defines a new state vector $\underline{x}_{n}(t)$ as follows:

$$
\begin{equation*}
\underline{x}(t)=\mathbf{P}_{n} \underline{x}_{n}(t) \Leftrightarrow \underline{x}_{n}(t)=\mathbf{P}_{n}^{-1} \underline{x}(t) \tag{2.3}
\end{equation*}
$$

Then take the time derivative of $\underline{x}_{n}(t)$ :

$$
\begin{equation*}
\underline{\dot{x}}_{n}(t)=\mathbf{P}_{n}^{-1} \underline{\dot{x}}(t) \tag{2.4}
\end{equation*}
$$

The time derivative of $\underline{x}(t)$ is obtained thanks to (2.2). By replacing $\underline{x}(t)$ by $\underline{x}_{n}(t)$ we get:

$$
\begin{equation*}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)=\mathbf{A} \mathbf{P}_{n} \underline{x}_{n}(t)+\mathbf{B} \underline{u}(t) \tag{2.5}
\end{equation*}
$$

Thus we finally get:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{n}(t)=\mathbf{P}_{n}^{-1} \underline{\underline{x}}(t)=\mathbf{P}_{n}^{-1} \mathbf{A} \mathbf{P}_{n} \underline{x}_{n}(t)+\mathbf{P}_{n}^{-1} \mathbf{B} \underline{u}(t)  \tag{2.6}\\
\underline{y}(t)=\mathbf{C} \mathbf{P}_{n} \underline{x}_{n}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

We can match the preceding equations with the general form of a state-space representation (2.2) by rewriting it as follows:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}_{n}(t)=\mathbf{A}_{n} \underline{x}_{n}(t)+\mathbf{B}_{n} \underline{u}(t)  \tag{2.7}\\
\underline{y}(t)=\mathbf{C}_{n} \underline{x}_{n}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

Where:

$$
\left\{\begin{array}{l}
\mathbf{A}_{n}=\mathbf{P}_{n}^{-1} \mathbf{A} \mathbf{P}_{n}  \tag{2.8}\\
\mathbf{B}_{n}=\mathbf{P}_{n}^{-1} \mathbf{B} \\
\mathbf{C}_{n}=\mathbf{C P}_{n}
\end{array}\right.
$$

It is worth noticing that the feedforward matrix $\mathbf{D}$ is independent of the choice of the state vector.

Now let's focus on the transfer function. With the new state vector $\underline{x}_{n}(t)$ the transfer function $\mathbf{F}(s)$ has the following expression:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}_{n}\left(s \mathbb{I}-\mathbf{A}_{n}\right)^{-1} \mathbf{B}_{n}+\mathbf{D} \tag{2.9}
\end{equation*}
$$

Using the expressions of (2.8) to express $\mathbf{A}_{n}, \mathbf{B}_{n}$ and $\mathbf{C}_{n}$ as a function of $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ we get:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C} \mathbf{P}_{n}\left(s \mathbb{I}-\mathbf{P}_{n}^{-1} \mathbf{A} \mathbf{P}_{n}\right)^{-1} \mathbf{P}_{n}^{-1} \mathbf{B}+\mathbf{D} \tag{2.10}
\end{equation*}
$$

Now use the fact that $\mathbb{I}=\mathbf{P}_{n}^{-1} \mathbf{P}_{n}$ and that $(\mathbf{X Y Z})^{-1}=\mathbf{Z}^{-1} \mathbf{Y}^{-1} \mathbf{X}^{-1}$ (as soon as matrices $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ are invertible) to get:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{C} \mathbf{P}_{n}\left(s \mathbf{P}_{n}^{-1} \mathbf{P}_{n}-\mathbf{P}_{n}^{-1} \mathbf{A} \mathbf{P}_{n}\right)^{-1} \mathbf{P}_{n}^{-1} \mathbf{B}+\mathbf{D} \\
& =\mathbf{C P}_{n}\left(\mathbf{P}_{n}^{-1}(s \mathbb{I}-\mathbf{A}) \mathbf{P}_{n}\right)^{-1} \mathbf{P}_{n}^{-1} \mathbf{B}+\mathbf{D}  \tag{2.11}\\
& =\mathbf{C} \mathbf{P}_{n} \mathbf{P}_{n}^{-1}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{P}_{n} \mathbf{P}_{n}^{-1} \mathbf{B}+\mathbf{D} \\
& =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}
\end{align*}
$$

We obviously retrieve the expression of the transfer function $\mathbf{F}(s)$ given by matrices $(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D})$. Thus the expression of the transfer function is independent of the choice of the state vector.

### 2.2.2 Inverse of a similarity transformation

Let $\underline{v}_{1}, \underline{v}_{2}, \cdots, \underline{v}_{n}$ be the $n$ vectors which form matrix $\mathbf{P}_{n}$ :

$$
\mathbf{P}_{n}=\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n} \tag{2.12}
\end{array}\right]
$$

As far as matrix $\mathbf{P}_{n}$ is invertible vectors $\underline{v}_{1}, \underline{v}_{2}, \cdots, \underline{v}_{n}$ are independent. Let $\underline{x}(t)=\mathbf{P}_{n} \underline{x}_{n}(t)$. Denoting by $x_{n 1}, x_{n 2}, \cdots, x_{n n}$ the components of vector $\underline{x}_{n}(t)$ we get:

$$
\underline{x}_{n}(t)=\left[\begin{array}{c}
x_{n 1}  \tag{2.13}\\
x_{n 2} \\
\vdots \\
x_{n n}
\end{array}\right] \Rightarrow \underline{x}(t)=\mathbf{P}_{n} \underline{x}_{n}(t)=x_{n 1} \underline{v}_{1}+x_{n 2} \underline{v}_{2}+\cdots+x_{n n} \underline{v}_{n}
$$

Thus the state vector $\underline{x}(t)$ can be decomposed along the components of the change of basis matrix $\mathbf{P}_{n}$.

The inverse of the change of basis matrix $\mathbf{P}_{n}$ can be written in terms of rows as follows:

$$
\mathbf{P}_{n}^{-1}=\left[\begin{array}{c}
\underline{w}_{1}^{T}  \tag{2.14}\\
\underline{w}_{2}^{T} \\
\vdots \\
\underline{w}_{n}^{T}
\end{array}\right]
$$

Since $\mathbf{P}_{n}^{-1} \mathbf{P}_{n}=\mathbb{I}$ it follows that:

$$
\mathbf{P}_{n}^{-1} \mathbf{P}_{n}=\left[\begin{array}{rrrr}
\underline{w}_{1}^{T} \underline{v}_{1} & \underline{w}_{1}^{T} \underline{v}_{2} & \cdots & \underline{w}_{1}^{T} \underline{v}_{n}  \tag{2.15}\\
\underline{w}_{2}^{T} \underline{v}_{1} & \underline{w}_{2}^{T} \underline{v}_{2} & \cdots & \underline{w}_{2}^{T} \underline{v}_{n} \\
\vdots & \vdots & & \vdots \\
\underline{w}_{n}^{T} \underline{v}_{1} & \underline{w}_{n}^{T} \underline{v}_{2} & \cdots & \underline{w}_{n}^{T} \underline{v}_{n}
\end{array}\right]=\mathbb{I}
$$

Hence the relation between vectors $\underline{w}_{i}$ and $\underline{v}_{j}$ is the following:

$$
\underline{w}_{i}^{T} \underline{v}_{j}=\left\{\begin{array}{l}
1 \text { if } i=j  \tag{2.16}\\
0 \text { if } i \neq j
\end{array}\right.
$$

### 2.3 Realization of SISO transfer function

We have seen that a given transfer function $\mathbf{F}(s)$ can be obtained by an infinity number of state-space representations. We call realization of a transfer function $\mathbf{F}(s)$ any quadruplet $(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D})$ such that:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{2.17}
\end{equation*}
$$

The preceding relation is usually written as follows:

$$
\mathbf{F}(s)=\left(\begin{array}{c|c}
\mathbf{A} & \mathbf{B}  \tag{2.18}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)
$$

We consider the following Single-Input Single-Output (SISO) transfer function which is composed of the sum between a strictly proper rational function and a constant value $d$ :

$$
\begin{equation*}
\frac{Y(s)}{U(s)}=F(s)=\frac{N(s)}{D(s)}+d \tag{2.19}
\end{equation*}
$$

Where $N(s)$ and $D(s)$ are polynomials in $s$ such that the degree of $N(s)$ is strictly lower than the degree of $D(s)$ :

$$
\left\{\begin{array}{l}
D(s)=a_{0}+a_{1} s+\cdots+a_{n-1} s^{n-1}+1 \times s^{n}  \tag{2.20}\\
N(s)=n_{0}+n_{1} s+\cdots+n_{n-1} s^{n-1}
\end{array}\right.
$$

It is worth noticing that polynomial $D(s)$ is assumed to be a monic polynomial without loss of generally. This means that the leading coefficient (that is the coefficient of $s^{n}$ ) of $D(s)$ is 1 . Indeed $D(s)$ is identified to $\operatorname{det}(s \mathbb{I}-\mathbf{A})$.

When identifying (2.19) with (2.17) we get:

$$
\begin{equation*}
d=\mathbf{D}=\lim _{s \rightarrow \infty} \mathbf{F}(s) \tag{2.21}
\end{equation*}
$$

Thus all we need now is to find a triplet $(\mathbf{A}, \mathbf{B}, \mathbf{C})$ such that:

$$
\begin{equation*}
\frac{N(s)}{D(s)}=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \tag{2.22}
\end{equation*}
$$

### 2.3.1 Controllable canonical form

Let $N(s)=N_{1}(s) N_{2}(s)$. Then one solution of the realization problem is the following quadruplet:

$$
\begin{align*}
& \left(\mathbf{A}_{c}=\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0 \\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]\right. \\
& N(s)=N_{1}(s) N_{2}(s) \Rightarrow\left\{\begin{array}{c}
\vdots \\
\mathbf{B}_{c}=\mathbf{T}^{-1}\left[\begin{array}{c} 
\\
\vdots \\
\frac{N_{2}^{\prime \prime}(0)}{\frac{N_{2}^{2}(0)}{1!}} \\
N_{2}(0)
\end{array}\right]
\end{array}\right.  \tag{2.23}\\
& \mathbf{C}_{c}=\left[\begin{array}{lllll}
N_{1}(0) & \frac{N_{1}^{\prime}(0)}{1!} & \frac{N_{1}^{\prime \prime}(0)}{2!} & \cdots & \cdots
\end{array}\right] \\
& \mathbf{D}=d
\end{align*}
$$

where $\mathbf{T}$ is the following Toeplitz matrix:

$$
\mathbf{T}=\left[\begin{array}{ccccc}
1 & 0 & \cdots & \cdots & 0  \tag{2.24}\\
a_{n-1} & 1 & \ddots & \ddots & 0 \\
a_{n-2} & a_{n-1} & 1 & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \\
a_{1} & a_{2} & \cdots & a_{n-1} & 1
\end{array}\right]
$$

In the case where we choose $N_{1}(s):=N(s)$ and $N_{2}(s):=1$ we get:

$$
\left\{\begin{array} { l } 
{ N _ { 1 } ( s ) : = N ( s ) } \\
{ N _ { 2 } ( s ) : = 1 }
\end{array} \Rightarrow \left\{\begin{array}{c}
\mathbf{A}_{c}=\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0 \\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & \cdots & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]  \tag{2.25}\\
\mathbf{B}_{c}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right] \\
\mathbf{C}_{c}=\left[\begin{array}{lllll}
n_{0} & n_{1} & \cdots & n_{n-2} & n_{n-1}
\end{array}\right] \\
\mathbf{D}=d
\end{array}\right.\right.
$$

The quadruplet $\left(\mathbf{A}_{c}, \mathbf{B}_{c}, \mathbf{C}_{c}, d\right)$ is called the controllable canonical form of the SISO transfer function $F(s)$.

Alternatively the following realization is also called the controllable canonical form of the SISO transfer function $F(s)$. Compared with (2.25) value 1 appears in the lower diagonal of the state matrix which is obtained by choosing a similarity transformation with value 1 on the antidiagonal (or
counter diagonal):

$$
\left\{\begin{align*}
& \mathbf{A}_{c a}=\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0} \\
1 & 0 & 0 & \ddots & -a_{1} \\
0 & \ddots & \ddots & \ddots & -a_{2} \\
& \ddots & & 0 & \vdots \\
0 & \cdots & 0 & 1 & -a_{n-1}
\end{array}\right]  \tag{2.26}\\
& \mathbf{B}_{c a}=\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right] \\
& \\
& \mathbf{C}_{c a}=\left[\begin{array}{lllll}
n_{n-1} & n_{n-2} & \cdots & n_{1} & n_{0}
\end{array}\right] \\
& \mathbf{D}=d
\end{align*}\right.
$$

To get the realization (2.25) we start by expressing the output $Y(s)$ of SISO system (2.19) as follows:

$$
\begin{equation*}
Y(s)=N(s) \frac{U(s)}{D(s)}+d U(s) \tag{2.27}
\end{equation*}
$$

Now let's focus on the following intermediate variable $Z(s)$ which is defined as follows:

$$
\begin{equation*}
Z(s)=\frac{U(s)}{D(s)}=\frac{U(s)}{a_{0}+a_{1} s+a_{2} s^{2}+\cdots+a_{n-1} s^{n-1}+s^{n}} \tag{2.28}
\end{equation*}
$$

That is:

$$
\begin{equation*}
a_{0} Z(s)+a_{1} s Z(s)+a_{2} s^{2} Z(s)+\cdots+a_{n-1} s^{n-1} Z(s)+s^{n} Z(s)=U(s) \tag{2.29}
\end{equation*}
$$

Then we define the components of the state vector $\underline{x}(t)$ as follows:

$$
\left\{\begin{array}{l}
x_{1}(t):=z(t)  \tag{2.30}\\
x_{2}(t):=\dot{x}_{1}(t)=\dot{z}(t) \\
x_{3}(t):=\dot{x}_{2}(t)=\ddot{z}(t) \\
\vdots \\
x_{n}(t):=\dot{x}_{n-1}(t)=z^{(n-1)}(t)
\end{array}\right.
$$

Coming back in the time domain Equation (2.29) is rewritten as follows:

$$
\begin{align*}
& a_{0} x_{1}(t)+a_{1} x_{2}(t)+a_{2} x_{3}(t)+\cdots+a_{n-1} x_{n}(t)+\dot{x}_{n}(t)=u(t)  \tag{2.31}\\
& \Leftrightarrow \dot{x}_{n}(t)=-a_{0} x_{1}(t)-a_{1} x_{2}(t)-a_{2} x_{3}(t)-\cdots-a_{n-1} x_{n}(t)+u(t)
\end{align*}
$$

The intermediate variable $Z(s)$ allows us to express the output $Y(s)$ as follows:

$$
\begin{equation*}
Y(s)=N(s) Z(s)+d U(s)=\left(n_{0}+\cdots+n_{n-1} s^{n-1}\right) Z(s)+d U(s) \tag{2.32}
\end{equation*}
$$

That is, coming back if the time domain:

$$
\begin{equation*}
y(t)=n_{0} z(t)+\cdots+n_{n-1} z^{(n-1)}(t)+d u(t) \tag{2.33}
\end{equation*}
$$

The use of the components of the state vector which have been previously defined leads to the following expression of the output $y(t)$ :

$$
\begin{equation*}
y(t)=n_{0} x_{1}(t)+\cdots+n_{n-1} x_{n}(t)+d u(t) \tag{2.34}
\end{equation*}
$$

By combining in vector form Equations (2.30), (2.31) and (2.34) we retrieve the state-space representation (2.25).

Thus by ordering the numerator and the denominator of the transfer function $F(s)$ according to the increasing power of $s$ and taking care that the leading coefficient of the polynomial in the denominator is 1 , the controllable canonical form (2.25) of a SISO transfer function $F(s)$ is immediate.

Example 2.1. Let's consider the following transfer function:

$$
\begin{equation*}
F(s)=\frac{(s+1)(s+2)}{2(s+3)(s+4)}=\frac{s^{2}+3 s+2}{2 s^{2}+14 s+24} \tag{2.35}
\end{equation*}
$$

We are looking for the controllable canonical form of this transfer function.
First we have to set to 1 the leading coefficient of the polynomial which appears in the denominator of the transfer function $F(s)$. We get:

$$
\begin{equation*}
F(s)=\frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12} \tag{2.36}
\end{equation*}
$$

Then we decompose $F(s)$ as a sum between a strictly proper rational function and a constant coefficient $d$. Constant coefficient $d$ is obtained thanks to the following relation:

$$
\begin{equation*}
d=\lim _{s \rightarrow \infty} F(s)=\lim _{s \rightarrow \infty} \frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12}=0.5 \tag{2.37}
\end{equation*}
$$

Thus the strictly proper transfer function $N(s) / D(s)$ is obtained by subtracting d to $F(s)$ :

$$
\begin{equation*}
\frac{N(s)}{D(s)}=F(s)-d=\frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12}-0.5=\frac{-2 s-5}{s^{2}+7 s+12} \tag{2.38}
\end{equation*}
$$

We finally get:

$$
\begin{equation*}
F(s)=\frac{N(s)}{D(s)}+d=\frac{-2 s-5}{s^{2}+7 s+12}+0.5 \tag{2.39}
\end{equation*}
$$

Then we apply Equation (2.25) to get the controllable canonical form of $F(s)$ :

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\left[\begin{array}{cc}
0 & 1 \\
-a_{0} & -a_{1}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-12 & -7
\end{array}\right] \\
\mathbf{B}_{c}=\left[\begin{array}{l}
0 \\
1
\end{array}\right]  \tag{2.40}\\
\mathbf{C}_{c}=\left[\begin{array}{ll}
n_{0} & n_{1}
\end{array}\right]=\left[\begin{array}{ll}
-5 & -2
\end{array}\right] \\
\mathbf{D}=0.5
\end{array}\right.
$$

### 2.3.2 Poles and zeros of the transfer function

It is worth noticing that the numerator of the transfer function only depends on matrices $\mathbf{B}$ and $\mathbf{C}$ whereas the denominator of the transfer function is built from the characteristic polynomial coming from the eigenvalues of the state matrix A.

As far as the transfer function does not depend on the state space realization which is used, we can get this result by using the controllable canonical form. Indeed we can check that transfer function $\mathbf{C}_{c}\left(s \mathbb{I}-\mathbf{A}_{c}\right)^{-1} \mathbf{B}_{c}$ has a denominator which only depends on the state matrix $\mathbf{A}_{c}$ whereas its numerator only depends on $\mathbf{C}_{c}$, which provides the coefficients of the numerator:

$$
\begin{align*}
\left(s \mathbb{I}-\mathbf{A}_{c}\right)^{-1} \mathbf{B}_{c} & =\left(\frac{1}{\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c}\right)}\left[\begin{array}{ccc}
* & * & 1 \\
* & * & s \\
\vdots & \vdots & \vdots \\
* & * & s^{n-1}
\end{array}\right]\right)\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right] \\
\Rightarrow \mathbf{C}_{c}\left(s \mathbb{I}-\mathbf{A}_{c}\right)^{-1} \mathbf{B}_{c} & =\frac{\mathbf{C}_{c}}{\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c}\right)}\left[\begin{array}{c}
1 \\
s \\
\vdots \\
s^{n-1}
\end{array}\right] \tag{2.41}
\end{align*}
$$

More generally, the characteristic polynomial of the state matrix $\mathbf{A}$ sets the denominator of the transfer function whereas the product $\mathbf{B C}$ sets the coefficients of the numerator of a strictly proper transfer function (that is a transfer function where $\mathbf{D}=\mathbf{0}$ ). Consequently state matrix $\mathbf{A}$ sets the poles of a transfer function whereas product $\mathbf{B C}$ sets its zeros.

### 2.3.3 Similarity transformation to controllable canonical form

We consider the following general state-space representation:

$$
\left\{\begin{array}{r}
\dot{\underline{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.42}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

where the size of the state vector $\underline{x}(t)$ is $n$.

## Use of the controllability matrix

The controllable canonical form (2.25) exists if and only if the following matrix $\mathbf{Q}_{c}$, which is called the controllability matrix, has full rank:

$$
\mathbf{Q}_{c}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B} \tag{2.43}
\end{array}\right]
$$

As soon as the characteristic polynomial of matrix $\mathbf{A}$ is computed the state matrix $\mathbf{A}_{c}$ as well as the control matrix $\mathbf{B}_{c}$ corresponding to the controllable canonical form are known. Thus the controllability matrix in the controllable canonical basis, which will be denoted $\mathbf{Q}_{c c}$, can be computed as follows:

$$
\mathbf{Q}_{c c}=\left[\begin{array}{llll}
\mathbf{B}_{c} & \mathbf{A}_{c} \mathbf{B}_{c} & \cdots & \mathbf{A}_{c}^{n-1} \mathbf{B}_{c} \tag{2.44}
\end{array}\right]
$$

At that point matrices $\mathbf{A}_{c}$ and $\mathbf{B}_{c}$ are known. The only matrix which need to be computed is the output matrix $\mathbf{C}_{c}$. Let $\mathbf{P}_{c}$ be the change of basis matrix which defines the new state vector in the controllable canonical basis. From (2.8) we get:

$$
\begin{equation*}
\mathbf{C}_{c}=\mathbf{C P}_{c} \tag{2.45}
\end{equation*}
$$

And:

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}  \tag{2.46}\\
\mathbf{B}_{c}=\mathbf{P}_{c}^{-1} \mathbf{B}
\end{array}\right.
$$

Using these two last equations within (2.44) and the fact that $\left(\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}\right)^{k}=$ $\underbrace{\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c} \cdots \mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}}_{\text {k-times }}=\mathbf{P}_{c}^{-1} \mathbf{A}^{k} \mathbf{P}_{c}$, we get the following expression of matrix $\mathbf{Q}_{c c}:$

$$
\begin{align*}
\mathbf{Q}_{c c} & =\left[\begin{array}{llll}
\mathbf{B}_{c} & \mathbf{A}_{c} \mathbf{B}_{c} & \cdots & \mathbf{A}_{c}^{n-1} \mathbf{B}_{c}
\end{array}\right] \\
& =\left[\begin{array}{llll}
\mathbf{P}_{c}^{-1} \mathbf{B} & \mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c} \mathbf{P}_{c}^{-1} \mathbf{B} & \cdots & \left(\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}\right)^{n-1} \mathbf{P}_{c}^{-1} \mathbf{B}
\end{array}\right] \\
& =\left[\begin{array}{llll}
\mathbf{P}_{c}^{-1} \mathbf{B} & \mathbf{P}_{c}^{-1} \mathbf{A B} & \cdots & \mathbf{P}_{c}^{-1} \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right]  \tag{2.47}\\
& =\mathbf{P}_{c}^{-1}\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right] \\
& =\mathbf{P}_{c}^{-1} \mathbf{Q}_{c}
\end{align*}
$$

We finally get:

$$
\begin{equation*}
\mathbf{P}_{c}^{-1}=\mathbf{Q}_{c c} \mathbf{Q}_{c}^{-1} \Leftrightarrow \mathbf{P}_{c}=\mathbf{Q}_{c} \mathbf{Q}_{c c}^{-1} \tag{2.48}
\end{equation*}
$$

Furthermore the controllable canonical form (2.25) is obtained by the following similarity transformation:

$$
\begin{equation*}
\underline{x}(t)=\mathbf{P}_{c} \underline{x}_{c}(t) \Leftrightarrow \underline{x}_{c}(t)=\mathbf{P}_{c}^{-1} \underline{x}(t) \tag{2.49}
\end{equation*}
$$

Alternatively the constant nonsingular matrix $\mathbf{P}_{c}^{-1}$ can be obtained through the state matrix $\mathbf{A}$ and the last row $\underline{q}_{c}^{T}$ of the inverse of the controllability matrix $\mathbf{Q}_{c}$ as follows:

$$
\mathbf{Q}_{c}^{-1}=\left[\begin{array}{c}
*  \tag{2.50}\\
\vdots \\
* \\
\underline{q}_{c}^{T}
\end{array}\right] \Rightarrow \mathbf{P}_{c}^{-1}=\left[\begin{array}{c}
q^{T} \\
\underline{q}_{c}^{T} \mathbf{A} \\
\vdots \\
\underline{q}_{c}^{T} \mathbf{A}^{n-1}
\end{array}\right]
$$

To get this result we write from (2.8) the following similarity transformation:

$$
\begin{equation*}
\mathbf{A}_{c}=\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c} \Leftrightarrow \mathbf{A}_{c} \mathbf{P}_{c}^{-1}=\mathbf{P}_{c}^{-1} \mathbf{A} \tag{2.51}
\end{equation*}
$$

Let's denote $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ as follows:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{2.52}
\end{equation*}
$$

Thus the coefficients $a_{i}$ of the state matrix $\mathbf{A}_{c}$ corresponding to the controllable canonical form are known and matrix $\mathbf{A}_{c}$ is written as follows:

$$
\mathbf{A}_{c}=\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0  \tag{2.53}\\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]
$$

Furthermore let's write the unknown matrix $\mathbf{P}_{c}^{-1}$ as follows:

$$
\mathbf{P}_{c}^{-1}=\left[\begin{array}{c}
\underline{r}_{1}^{T}  \tag{2.54}\\
\vdots \\
\underline{r}_{n}^{T}
\end{array}\right]
$$

Thus the rows of the unknown matrix $\mathbf{P}_{c}^{-1}$ can be obtained thanks to the following similarity transformation:

$$
\begin{equation*}
 \tag{2.55}
\end{equation*}
$$

Working out with the first $n-1^{\text {th }}$ rows gives the following equations:

$$
\left\{\begin{array}{l}
\underline{r}_{2}^{T}=\underline{r}_{1}^{T} \mathbf{A}  \tag{2.56}\\
\underline{r}_{3}^{T}=\underline{r}_{2}^{T} \mathbf{A}=\underline{r}_{1}^{T} \mathbf{A}^{2} \\
\vdots \\
\underline{r}_{n}^{T}=\underline{r}_{n-1}^{T} \mathbf{A}=\underline{r}_{1}^{T} \mathbf{A}^{n-1}
\end{array}\right.
$$

Furthermore from (2.8) we get the relation $\mathbf{B}_{c}=\mathbf{P}_{c}^{-1} \mathbf{B}$ which is rewritten as follows:

$$
\mathbf{P}_{c}^{-1} \mathbf{B}=\mathbf{B}_{c} \Leftrightarrow\left[\begin{array}{c}
\underline{r}_{1}^{T}  \tag{2.57}\\
\vdots \\
\underline{r}_{n}^{T}
\end{array}\right] \mathbf{B}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right] \Leftrightarrow\left\{\begin{array}{l}
\underline{r}_{1}^{T} \mathbf{B}=0 \\
\vdots \\
\underline{r}_{n-1}^{T} \mathbf{B}=0 \\
\underline{r}_{n}^{T} \mathbf{B}=1
\end{array}\right.
$$

Combining (2.56) and (2.57) we get:

$$
\left\{\begin{array}{l}
\underline{r}_{T}^{T} \mathbf{B}=0  \tag{2.58}\\
\underline{r}_{2}^{T} \mathbf{B}=\underline{r}_{1}^{T} \mathbf{A B}=0 \\
\vdots \\
\underline{r}_{n-1}^{T} \mathbf{B}=r_{1}^{T} \mathbf{A}^{n-2} \mathbf{B}=0 \\
\underline{r}_{n}^{T} \mathbf{B}=\underline{r}_{1}^{T} \mathbf{A}^{n-1} \mathbf{B}=1
\end{array}\right.
$$

These equations can in turn be written in matrix form as:

$$
\underline{r}_{1}^{T}\left[\begin{array}{lllll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-2} \mathbf{B} & \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right]=\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1 \tag{2.59}
\end{array}\right]
$$

Let's introduce the controllability matrix $\mathbf{Q}_{c}$ :

$$
\mathbf{Q}_{c}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B} \tag{2.60}
\end{array}\right]
$$

Assuming that matrix $\mathbf{Q}_{c}$ has full rank we get:

$$
\underline{r}_{1}^{T} \mathbf{Q}_{c}=\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1
\end{array}\right] \Leftrightarrow \underline{r}_{1}^{T}=\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1 \tag{2.61}
\end{array}\right] \mathbf{Q}_{c}^{-1}
$$

From the preceding equation it is clear that $\underline{\underline{r}}_{1}^{T}$ is the last row of the inverse of the controllability matrix $\mathbf{Q}_{c}$. We will denote it $q_{c}^{T}$ :

$$
\begin{equation*}
\underline{r}_{1}^{T}:=\underline{q}_{c}^{T} \tag{2.62}
\end{equation*}
$$

Having the expression of $\underline{r}_{1}^{T}$ we can then go back to (2.56) and construct all the rows of $\mathbf{P}_{c}^{-1}$.

Example 2.2. We consider the following general state-space representation:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.63}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{ll}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right]  \tag{2.64}\\
\mathbf{B}=\left[\begin{array}{l}
2 \\
4
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{ll}
7 & -4
\end{array}\right] \\
\mathbf{D}=0.5
\end{array}\right.
$$

We are looking for the controllable canonical form of this state-space representation.

First we build the controllability matrix $\mathbf{Q}_{c}$ from (2.43):

$$
\mathbf{Q}_{c}=\left[\begin{array}{ll}
\mathbf{B} & \mathbf{A B}
\end{array}\right]=\left[\begin{array}{ll}
2 & -13  \tag{2.65}\\
4 & -25
\end{array}\right]
$$

To build matrix $\mathbf{Q}_{c c}$ let's compute $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ :

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}+a_{1} s+a_{0}=s^{2}+7 s+12 \tag{2.66}
\end{equation*}
$$

As soon as matrix $\mathbf{A}_{c}$ is built from the denominator of the transfer function, that is from $\operatorname{det}(s \mathbb{I}-\mathbf{A})$, we get:

$$
\mathbf{A}_{c}=\left[\begin{array}{cc}
0 & 1  \tag{2.67}\\
-a_{0} & -a_{1}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-12 & -7
\end{array}\right]
$$

Furthermore matrix $\mathbf{B}_{c}$ is straightforward for the controllable canonical form:

$$
\mathbf{B}_{c}=\left[\begin{array}{l}
0  \tag{2.68}\\
1
\end{array}\right]
$$

Thus we are in position to compute matrix $\mathbf{Q}_{c c}$ :

$$
\mathbf{Q}_{c c}=\left[\begin{array}{ll}
\mathbf{B}_{c} & \mathbf{A}_{c} \mathbf{B}_{c}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1  \tag{2.69}\\
1 & -7
\end{array}\right]
$$

Then we use (2.48) to build the similarity transformation:

$$
\begin{align*}
\mathbf{P}_{c} & =\mathbf{Q}_{c} \mathbf{Q}_{c c}^{-1}=\left[\begin{array}{cc}
2 & -13 \\
4 & -25
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
1 & -7
\end{array}\right]^{-1}  \tag{2.70}\\
& =\left[\begin{array}{ll}
2 & -13 \\
4 & -25
\end{array}\right]\left[\begin{array}{ll}
7 & 1 \\
1 & 0
\end{array}\right] \\
& =\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right]
\end{align*}
$$

Alternatively we can use (2.50) to build the similarity transformation:

$$
\begin{align*}
& \mathbf{Q}_{c}^{-1}=\frac{1}{2}\left[\begin{array}{cc}
-25 & 13 \\
-4 & 2
\end{array}\right]=\left[\begin{array}{c}
* \\
\underline{q}_{c}^{T}
\end{array}\right]  \tag{2.71}\\
& \Rightarrow \underline{q}_{c}^{T}=\frac{1}{2}\left[\begin{array}{ll}
-4 & 2
\end{array}\right]=\left[\begin{array}{ll}
-2 & 1
\end{array}\right]
\end{align*}
$$

And:

$$
\mathbf{P}_{c}^{-1}=\left[\begin{array}{c}
q_{c}^{T}  \tag{2.72}\\
\underline{q}_{c}^{T}
\end{array}\right]=\left[\begin{array}{cc}
-2 & 1 \\
1.5 & -0.5
\end{array}\right]
$$

Using the similarity relations (2.8) we finally get the following controllable canonical form of the state-space representation:

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}=\left[\begin{array}{cc}
-2 & 1 \\
1.5 & -0.5
\end{array}\right]\left[\begin{array}{cc}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right]\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
-12 & -7
\end{array}\right]  \tag{2.73}\\
\mathbf{B}_{c}=\mathbf{P}_{c}^{-1} \mathbf{B}=\left[\begin{array}{cc}
-2 & 1 \\
1.5 & -0.5
\end{array}\right]\left[\begin{array}{l}
2 \\
4
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \\
\mathbf{C}_{c}=\mathbf{C P}_{c}=\left[\begin{array}{ll}
7 & -4
\end{array}\right]\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right]=\left[\begin{array}{ll}
-5 & -2
\end{array}\right]
\end{array}\right.
$$

## Iterative method

Equivalently change of basis matrix $\mathbf{P}_{c}$ of the similarity transformation can be obtained as follows:

$$
\mathbf{P}_{c}=\left[\begin{array}{llll}
\underline{c}_{1} & \underline{c}_{2} & \cdots & \underline{c}_{n} \tag{2.74}
\end{array}\right]
$$

where:

$$
\left\{\begin{array}{l}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0}  \tag{2.75}\\
\underline{c}_{n}=\mathbf{B} \\
\underline{c}_{k}=\mathbf{A} \underline{c}_{k+1}+a_{k} \mathbf{B} \quad \forall n-1 \geq k \geq 1
\end{array}\right.
$$

To get this result we write from (2.8) the following similarity transformation:

$$
\begin{equation*}
\mathbf{A}_{c}=\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c} \Leftrightarrow \mathbf{P}_{c} \mathbf{A}_{c}=\mathbf{A} \mathbf{P}_{c} \tag{2.76}
\end{equation*}
$$

Let's denote $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ as follows:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{2.77}
\end{equation*}
$$

Thus the coefficients $a_{i}$ of the state matrix $\mathbf{A}_{c}$ corresponding to the controllable canonical form are known and matrix $\mathbf{A}_{c}$ written as follows:

$$
\mathbf{A}_{c}=\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0  \tag{2.78}\\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]
$$

Furthermore let's write the unknown change of basis matrix $\mathbf{P}_{c}$ as follows:

$$
\mathbf{P}_{c}=\left[\begin{array}{llll}
\underline{c}_{1} & \underline{c}_{2} & \cdots & \underline{c}_{n} \tag{2.79}
\end{array}\right]
$$

Thus the columns of the unknown matrix $\mathbf{P}_{c}$ can be obtained thanks to the similarity transformation:

$$
\Leftrightarrow\left[\begin{array}{llll}
\underline{c}_{1} & \underline{c}_{2} & \cdots & \underline{c}_{n}
\end{array}\right]\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0  \tag{2.80}\\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]=\mathbf{A} \mathbf{P}_{c}\left[\begin{array}{llll}
\underline{c}_{1} & \underline{c}_{2} & \cdots & \underline{c}_{n}
\end{array}\right]
$$

That is:

$$
\left\{\begin{array} { l } 
{ \underline { 0 } = a _ { 0 } \underline { c } _ { n } + \mathbf { A } \underline { c } _ { 1 } }  \tag{2.81}\\
{ \underline { c } _ { 1 } = a _ { 1 } \underline { c } _ { n } + \mathbf { A } \underline { c } _ { 2 } } \\
{ \vdots } \\
{ \underline { c } _ { n - 1 } = a _ { n - 1 } \underline { c } _ { n } + \mathbf { A } \underline { c } _ { n } }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\underline{0}=a_{0} \underline{c}_{n}+\mathbf{A} \underline{c}_{1} \\
\underline{c}_{k}=\mathbf{A} \underline{c}_{k+1}+a_{k} \underline{c}_{n}
\end{array} \forall n-1 \geq k \geq 1\right.\right.
$$

Furthermore from (2.8) we get the relation $\mathbf{B}_{c}=\mathbf{P}_{c}^{-1} \mathbf{B}$ which is rewritten as follows:

$$
\mathbf{P}_{c} \mathbf{B}_{c}=\mathbf{B} \Leftrightarrow\left[\begin{array}{llll}
\underline{c}_{1} & \underline{c}_{2} & \cdots & \underline{c}_{n}
\end{array}\right]\left[\begin{array}{c}
0  \tag{2.82}\\
0 \\
\vdots \\
0 \\
1
\end{array}\right]=\mathbf{B} \Rightarrow \underline{c}_{n}=\mathbf{B}
$$

Combining the last equation of (2.81) with (2.82) gives the proposed result:

$$
\left\{\begin{array}{l}
\underline{c}_{n}=\mathbf{B}  \tag{2.83}\\
\underline{c}_{k}=\mathbf{A} \underline{c}_{k+1}+a_{k} \mathbf{B} \quad \forall n-1 \geq k \geq 1
\end{array}\right.
$$

Example 2.3. We consider the following general state-space representation:

$$
\left\{\begin{array}{r}
\dot{\underline{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.84}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{ll}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right] \\
\mathbf{B}=\left[\begin{array}{l}
2 \\
4
\end{array}\right]  \tag{2.85}\\
\mathbf{C}=\left[\begin{array}{ll}
7 & -4
\end{array}\right] \\
\mathbf{D}=0.5
\end{array}\right.
$$

This is the same state-space representation than the one which has been used in the previous example. We have seen that the similarity transformation which leads to the controllable canonical form is the following:

$$
\mathbf{P}_{c}^{-1}=\left[\begin{array}{cc}
-2 & 1  \tag{2.86}\\
1.5 & -0.5
\end{array}\right]
$$

It is easy to compute matrix $\mathbf{P}_{c}$, that is the inverse of $\mathbf{P}_{c}^{-1}$. We get the following expression:

$$
\mathbf{P}_{c}=\left[\begin{array}{ll}
1 & 2  \tag{2.87}\\
3 & 4
\end{array}\right]
$$

We will check the expression of matrix $\mathbf{P}_{c}$ thanks to the iterative method proposed in (2.75). We get:

$$
\left\{\begin{array}{l}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}+7 s+12  \tag{2.88}\\
\underline{c}_{2}=\mathbf{B}=\left[\begin{array}{l}
2 \\
4
\end{array}\right] \\
\underline{c}_{1}=\mathbf{A} \underline{c}_{2}+a_{1} \mathbf{B}=\left[\begin{array}{ll}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right]\left[\begin{array}{l}
2 \\
4
\end{array}\right]+7\left[\begin{array}{l}
2 \\
4
\end{array}\right]=\left[\begin{array}{l}
1 \\
3
\end{array}\right]
\end{array}\right.
$$

Thus we fortunately retrieve the expression of matrix $\mathbf{P}_{c}$ :

$$
\mathbf{P}_{c}=\left[\begin{array}{ll}
\underline{c}_{1} & \underline{c}_{2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 2  \tag{2.89}\\
3 & 4
\end{array}\right]
$$

### 2.3.4 Observable canonical form

Another solution of the realization problem is the following quadruplet:

$$
\left\{\begin{array}{l}
\mathbf{A}_{o}=\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0} \\
1 & 0 & 0 & \ddots & -a_{1} \\
0 & 1 & 0 & \ddots & -a_{2} \\
\vdots & \ddots & \ddots & & \vdots \\
0 & & 0 & 1 & -a_{n-1}
\end{array}\right]  \tag{2.90}\\
\mathbf{B}_{o}=\left[\begin{array}{c}
n_{0} \\
n_{1} \\
\vdots \\
n_{n-2} \\
n_{n-1}
\end{array}\right] \\
\mathbf{C}_{o}=\left[\begin{array}{llll}
0 & 0 & \cdots & 0
\end{array}\right] \\
\mathbf{D}=d
\end{array}\right.
$$

The quadruplet ( $\mathbf{A}_{o}, \mathbf{B}_{o}, \mathbf{C}_{o}, d$ ) is called the observable canonical form of the SISO transfer function $F(s)$.

Alternatively the following realization is also called the observable canonical form of the SISO transfer function $F(s)$. Compared with (2.90) value 1 appears in the upper diagonal of the state matrix which is obtained by choosing a similarity transformation with value 1 on the antidiagonal (or
counter diagonal):

$$
\left\{\begin{array}{l}
\mathbf{A}_{o a}=\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0 \\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right] \\
\mathbf{B}_{o a}=\left[\begin{array}{c}
n_{n-1} \\
n_{n-2} \\
\cdots \\
n_{1} \\
n_{0}
\end{array}\right]  \tag{2.91}\\
\mathbf{C}_{o a}=\left[\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right]
\end{array}\right] \begin{aligned}
& \mathbf{D}=d
\end{aligned}
$$

To get the realization (2.90) we start by expressing the output $Y(s)$ of SISO system (2.19) as follows:

$$
\begin{equation*}
\frac{Y(s)}{U(s)}=\frac{N(s)}{D(s)}+d \Leftrightarrow(Y(s)-d U(s)) D(s)=N(s) U(s) \tag{2.92}
\end{equation*}
$$

That is:

$$
\begin{align*}
\left(a_{0}+a_{1} s+a_{2} s^{2}+\cdots+a_{n-1} s^{n-1}\right. & \left.+s^{n}\right)(Y(s)-d U(s)) \\
& =\left(n_{0}+n_{1} s+\cdots+n_{n-1} s^{n-1}\right) U(s) \tag{2.93}
\end{align*}
$$

Dividing by $s^{n}$ we get:

$$
\begin{align*}
\left(\frac{a_{0}}{s^{n}}+\frac{a_{1}}{s^{n-1}}+\frac{a_{2}}{s^{n-2}}+\cdots+\right. & \left.\frac{a_{n-1}}{s}+1\right)(Y(s)-d U(s)) \\
& =\left(\frac{n_{0}}{s^{n}}+\frac{n_{1}}{s^{n-1}}+\frac{n_{2}}{s^{n-2}}+\cdots+\frac{n_{n-1}}{s}\right) U(s) \tag{2.94}
\end{align*}
$$

When regrouping the terms according the increasing power of $\frac{1}{s}$ we obtain:

$$
\begin{align*}
Y(s)=d U(s)+\frac{1}{s}\left(\alpha_{n-1} U(s)-a_{n-1} Y(s)\right) & +\frac{1}{s^{2}}\left(\alpha_{n-2} U(s)-a_{n-2} Y(s)\right)+ \\
\cdots & +\frac{1}{s^{n}}\left(\alpha_{0} U(s)-a_{0} Y(s)\right) \tag{2.95}
\end{align*}
$$

Where:

$$
\begin{equation*}
\alpha_{i}=n_{i}+d a_{i} \tag{2.96}
\end{equation*}
$$

That is:

$$
\begin{align*}
& Y(s)=d U(s)+\frac{1}{s}\left(\alpha_{n-1} U(s)-\right. a_{n-1} Y(s)+\frac{1}{s}\left(\alpha_{n-2} U(s)-a_{n-2} Y(s)\right)+ \\
&\left.\left.\frac{1}{s}\left(\cdots+\frac{1}{s}\left(\alpha_{0} U(s)-a_{0} Y(s)\right)\right)\right)\right) \tag{2.97}
\end{align*}
$$

Then we define the Laplace transform of the components of the state vector $\underline{x}(t)$ as follows:

$$
\left\{\begin{array}{l}
s X_{1}(s)=\alpha_{0} U(s)-a_{0} Y(s)  \tag{2.98}\\
s X_{2}(s)=\alpha_{1} U(s)-a_{1} Y(s)+X_{1}(s) \\
s X_{3}(s)=\alpha_{2} U(s)-a_{2} Y(s)+X_{2}(s) \\
\vdots \\
s X_{n}(s)=\alpha_{n-1} U(s)-a_{n-1} Y(s)+X_{n-1}(s)
\end{array}\right.
$$

So we get:

$$
\begin{equation*}
Y(s)=d U(s)+\frac{1}{s}\left(s X_{n}(s)\right)=d U(s)+X_{n}(s) \tag{2.99}
\end{equation*}
$$

Replacing $Y(s)$ by $X_{n}(s)$ and using the fact that $\alpha_{i}=n_{i}+d a_{i}$ Equation (2.98) is rewritten as follows:

$$
\left\{\begin{align*}
s X_{1}(s) & =\alpha_{0} U(s)-a_{0}\left(d U(s)+X_{n}(s)\right)  \tag{2.100}\\
& =-a_{0} X_{n}(s)+n_{0} U(s) \\
s X_{2}(s) & =\alpha_{1} U(s)-a_{1}\left(d U(s)+X_{n}(s)\right)+X_{1}(s) \\
& =X_{1}(s)-a_{1} X_{n}(s)+n_{1} U(s) \\
s X_{3}(s) & =\alpha_{2} U(s)-a_{2}\left(d U(s)+X_{n}(s)\right)+X_{2}(s) \\
& =X_{2}(s)-a_{2} X_{n}(s)+n_{2} U(s) \\
\vdots & \\
s X_{n}(s) & =\alpha_{n-1} U(s)-a_{n-1}\left(d U(s)+X_{n}(s)\right)+X_{n-1}(s) \\
& =X_{n-1}(s)-a_{n-1} X_{n}(s)+n_{n-1} U(s)
\end{align*}\right.
$$

Coming back in the time domain we finally get:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=-a_{0} x_{n}(t)+n_{0} u(t)  \tag{2.101}\\
\dot{x}_{2}(t)=x_{1}(t)-a_{1} x_{n}(t)+n_{1} u(t) \\
\dot{x}_{3}(t)=x_{2}(t)-a_{2} x_{n}(t)+n_{2} u(t) \\
\vdots \\
\dot{x}_{n}(t)=x_{n-1}(t)-a_{n-1} x_{n}(t)+n_{n-1} u(t)
\end{array}\right.
$$

And:

$$
\begin{equation*}
y(t)=x_{n}(t)+d u(t) \tag{2.102}
\end{equation*}
$$

The preceding equations written in vector form leads to the observable canonical form of Equation (2.90).

Thus by ordering the numerator and the denominator of the transfer function $F(s)$ according to the increasing power of $s$ and taking care that the leading coefficient of the polynomial in the denominator is 1 , the observable canonical form (2.90) of a SISO transfer function $F(s)$ is immediate.

Example 2.4. Let's consider the following transfer function:

$$
\begin{equation*}
F(s)=\frac{(s+1)(s+2)}{2(s+3)(s+4)}=\frac{s^{2}+3 s+2}{2 s^{2}+14 s+24} \tag{2.103}
\end{equation*}
$$

We are looking for the observable canonical form of this transfer function.
As in the preceding example we first set to 1 the leading coefficient of the polynomial which appears in the denominator of the transfer function $F(s)$. We get:

$$
\begin{equation*}
F(s)=\frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12} \tag{2.104}
\end{equation*}
$$

Then we decompose $F(s)$ as a sum between a strictly proper rational function and a constant coefficient d. Constant coefficient d is obtained thanks to the following relation:

$$
\begin{equation*}
d=\lim _{s \rightarrow \infty} \mathbf{F}(s)=\lim _{s \rightarrow \infty} \frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12}=0.5 \tag{2.105}
\end{equation*}
$$

Thus the strictly proper transfer function $N(s) / D(s)$ is obtained by subtracting d to $F(s)$ :

$$
\begin{equation*}
\frac{N(s)}{D(s)}=F(s)-d=\frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12}-0.5=\frac{-2 s-5}{s^{2}+7 s+12} \tag{2.106}
\end{equation*}
$$

We finally get:

$$
\begin{equation*}
F(s)=\frac{N(s)}{D(s)}+d=\frac{-2 s-5}{s^{2}+7 s+12}+0.5 \tag{2.107}
\end{equation*}
$$

Then we apply Equation (2.90) to get the observable canonical form of $F(s)$ :

$$
\left\{\begin{array}{l}
\mathbf{A}_{o}=\left[\begin{array}{ll}
0 & -a_{0} \\
1 & -a_{1}
\end{array}\right]=\left[\begin{array}{cc}
0 & -12 \\
1 & -7
\end{array}\right]  \tag{2.108}\\
\mathbf{B}_{o}=\left[\begin{array}{l}
n_{0} \\
n_{1}
\end{array}\right]=\left[\begin{array}{l}
-5 \\
-2
\end{array}\right] \\
\mathbf{C}_{o}=\left[\begin{array}{ll}
0 & 1
\end{array}\right] \\
\mathbf{D}=0.5
\end{array}\right.
$$

### 2.3.5 Similarity transformation to observable canonical form

We consider the following general state-space representation:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.109}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

where the size of the state vector $\underline{x}(t)$ is $n$.

## Use of the observability matrix

The observable canonical form (2.90) exists if and only if the following matrix $\mathbf{Q}_{o}$, which is called the observability matrix, has full rank:

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{2.110}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

As soon as the characteristic polynomial of matrix $\mathbf{A}$ is computed the state matrix $\mathbf{A}_{o}$ as well as the output matrix $\mathbf{C}_{o}$ corresponding to the observable canonical form are known. Thus the observability matrix in the observable canonical basis, which will be denoted $\mathbf{Q}_{o o}$, can be computed as follows:

$$
\mathbf{Q}_{o o}=\left[\begin{array}{c}
\mathbf{C}_{o}  \tag{2.111}\\
\mathbf{C}_{o} \mathbf{A}_{o} \\
\vdots \\
\mathbf{C}_{o} \mathbf{A}_{o}^{n-1}
\end{array}\right]
$$

At that point matrices $\mathbf{A}_{o}$ and $\mathbf{C}_{o}$ are known. The only matrix which need to be computed is the control matrix $\mathbf{B}_{o}$. Let $\mathbf{P}_{o}$ be the change of basis matrix which defines the new state vector in the observable canonical basis. From (2.8) we get:

$$
\begin{equation*}
\mathbf{B}_{o}=\mathbf{P}_{o}^{-1} \mathbf{B} \tag{2.112}
\end{equation*}
$$

And:

$$
\left\{\begin{array}{l}
\mathbf{A}_{o}=\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o}  \tag{2.113}\\
\mathbf{C}_{o}=\mathbf{C P}_{o}
\end{array}\right.
$$

Using these last two equations within (2.111) leads to the following expression of matrix $\mathbf{Q}_{o o}$ :

$$
\begin{align*}
\mathbf{Q}_{o o} & =\left[\begin{array}{c}
\mathbf{C}_{o} \\
\mathbf{C}_{o} \mathbf{A}_{o} \\
\vdots \\
\mathbf{C}_{o} \mathbf{A}_{o}^{n-1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{C P}_{o} \\
\mathbf{C P}_{o} \mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o} \\
\vdots \\
\mathbf{C P}_{o}\left(\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o}\right)^{n-1}
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{C} \mathbf{P}_{o} \\
\mathbf{C A P} \\
\vdots \\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}_{o}^{n-1} \mathbf{P}_{o}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{P}_{o} \\
\mathbf{C A}^{n-1}
\end{array}\right]  \tag{2.114}\\
& =\mathbf{Q}_{o} \mathbf{P}_{o}
\end{align*}
$$

We finally get:

$$
\begin{equation*}
\mathbf{P}_{o}=\mathbf{Q}_{o}^{-1} \mathbf{Q}_{o o} \Leftrightarrow \mathbf{P}_{o}^{-1}=\mathbf{Q}_{o o}^{-1} \mathbf{Q}_{o} \tag{2.115}
\end{equation*}
$$

Furthermore the observable canonical form (2.90) is obtained by the following similarity transformation:

$$
\begin{equation*}
\underline{x}(t)=\mathbf{P}_{o} \underline{x}_{o}(t) \Leftrightarrow \underline{x}_{o}(t)=\mathbf{P}_{o}^{-1} \underline{x}(t) \tag{2.116}
\end{equation*}
$$

Alternatively the constant nonsingular matrix $\mathbf{P}_{o}$ can be obtained through the state matrix $\mathbf{A}$ and the last column $\underline{q}_{o}$ of the inverse of the observability matrix $\mathbf{Q}_{o}$ as follows:

$$
\mathbf{Q}_{o}^{-1}=\left[\begin{array}{llll}
* & \cdots & * & \underline{q}_{o}
\end{array}\right] \Rightarrow \mathbf{P}_{o}=\left[\begin{array}{llll}
\underline{q}_{o} & \mathbf{A} \underline{q}_{o} & \cdots & \mathbf{A}^{n-1} \underline{q}_{o} \tag{2.117}
\end{array}\right]
$$

To get this result we write from (2.8) the following similarity transformation:

$$
\begin{equation*}
\mathbf{A}_{o}=\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o} \Leftrightarrow \mathbf{P}_{o} \mathbf{A}_{o}=\mathbf{A} \mathbf{P}_{o} \tag{2.118}
\end{equation*}
$$

Let's denote $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ as follows:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{2.119}
\end{equation*}
$$

Thus the coefficients $a_{i}$ of the state matrix $\mathbf{A}_{o}$ corresponding to the observable canonical form are known and matrix $\mathbf{A}_{o}$ is written as follows:

$$
\mathbf{A}_{o}=\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0}  \tag{2.120}\\
1 & 0 & 0 & \ddots & -a_{1} \\
0 & 1 & 0 & \ddots & -a_{2} \\
\vdots & \ddots & \ddots & & \vdots \\
0 & & 0 & 1 & -a_{n-1}
\end{array}\right]
$$

Furthermore let's write the unknown matrix $\mathbf{P}_{o}$ as follows:

$$
\mathbf{P}_{o}=\left[\begin{array}{lll}
\underline{c}_{1} & \cdots & \underline{c}_{n} \tag{2.121}
\end{array}\right]
$$

Thus the columns of the unknown change of basis matrix $\mathbf{P}_{o}$ can be obtained thanks to the following similarity transformation:

$$
\Leftrightarrow\left[\begin{array}{lll}
\underline{c}_{1} & \cdots & \underline{c}_{n}
\end{array}\right]\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0}  \tag{2.122}\\
1 & 0 & 0 & \ddots & -a_{1} \\
0 & 1 & 0 & \ddots & -a_{2} \\
\vdots & \ddots & \ddots & & \vdots \\
0 & & 0 & 1 & -a_{n-1}
\end{array}\right]=\mathbf{A}\left[\begin{array}{lll}
\underline{c}_{1} & \cdots & \underline{c}_{n}
\end{array}\right]
$$

Working out with the first $n-1^{\text {th }}$ columns gives the following equations:

$$
\left\{\begin{array}{l}
\underline{c}_{2}=\mathbf{A} \underline{c}_{1}  \tag{2.123}\\
\underline{c}_{3}=\mathbf{A} \underline{c}_{2}=\mathbf{A}^{2} \underline{c}_{1} \\
\vdots \\
\underline{c}_{n}=\mathbf{A} \underline{c}_{n-1}=\mathbf{A}^{n-1} \underline{c}_{1}
\end{array}\right.
$$

Furthermore from (2.8) we get the relation $\mathbf{C P} \mathbf{P}_{o}=\mathbf{C}_{o}$ which is rewritten as follows:

$$
\begin{align*}
& \mathbf{C P}_{o}=\mathbf{C}_{o} \\
& \Leftrightarrow \mathbf{C}\left[\begin{array}{lll}
\underline{c}_{1} & \cdots & \underline{c}_{n}
\end{array}\right]=\left[\begin{array}{llll}
0 & \cdots & 0 & 1
\end{array}\right] \\
& \Leftrightarrow\left\{\begin{array}{l}
\mathbf{C} \underline{c}_{1}=0 \\
\mathbf{C} \underline{c}_{2}=0 \\
\vdots \\
\mathbf{C} \underline{c}_{n-1}=0 \\
\mathbf{C} \underline{c}_{n}=1
\end{array}\right. \tag{2.124}
\end{align*}
$$

Combining (2.123) and (2.124) we get:

$$
\left\{\begin{array}{l}
\mathbf{C} \underline{c}_{1}=0  \tag{2.125}\\
\mathbf{C} \underline{c}_{2}=\mathbf{C A} \underline{c}_{1}=0 \\
\vdots \\
\mathbf{C} \underline{c}_{n-1}=\mathbf{C A}^{n-2} \underline{c}_{1}=0 \\
\mathbf{C} \underline{c}_{n}=\mathbf{C A}^{n-1} \underline{c}_{1}=1
\end{array}\right.
$$

These equations can in turn be written in matrix form as:

$$
\left[\begin{array}{c}
\mathbf{C}  \tag{2.126}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-2} \\
\mathbf{C A}^{n-1}
\end{array}\right] \underline{c}_{1}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

Let's introduce the observability matrix $\mathbf{Q}_{o}$ :

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{2.127}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

Assuming that matrix $\mathbf{Q}_{o}$ has full rank we get:

$$
\mathbf{Q}_{o} \underline{c}_{1}=\left[\begin{array}{c}
0  \tag{2.128}\\
0 \\
\vdots \\
0 \\
1
\end{array}\right] \Leftrightarrow \underline{c}_{1}=\mathbf{Q}_{o}^{-1}\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

From the preceding equation it is clear that $\underline{c}_{1}$ is the last column of the inverse of the observability matrix $\mathbf{Q}_{o}$. We will denote it $\underline{q}_{o}$ :

$$
\begin{equation*}
\underline{c}_{1}:=\underline{q}_{o} \tag{2.129}
\end{equation*}
$$

Having the expression of $\underline{c}_{1}$ we can then go back to (2.123) and construct all the columns of $\mathbf{P}_{o}$.

Example 2.5. We consider the following general state-space representation:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.130}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{ll}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right]  \tag{2.131}\\
\mathbf{B}=\left[\begin{array}{l}
2 \\
4
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{ll}
7 & -4
\end{array}\right] \\
\mathbf{D}=0.5
\end{array}\right.
$$

We are looking for the observable canonical form of this state-space representation.

First we build the observability matrix $\mathbf{Q}_{o}$ from (2.110):

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{2.132}\\
\mathbf{C A}
\end{array}\right]=\left[\begin{array}{cc}
7 & -4 \\
-34.5 & 19.5
\end{array}\right]
$$

To build matrix $\mathbf{Q}_{\text {oo }}$ let's compute $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ :

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}+a_{1} s+a_{0}=s^{2}+7 s+12 \tag{2.133}
\end{equation*}
$$

As soon as matrix $\mathbf{A}_{o}$ is built from the denominator of the transfer function, that is from $\operatorname{det}(s \mathbb{I}-\mathbf{A})$, we get:

$$
\mathbf{A}_{o}=\left[\begin{array}{ll}
0 & -a_{0}  \tag{2.134}\\
1 & -a_{1}
\end{array}\right]=\left[\begin{array}{cc}
0 & -12 \\
1 & -7
\end{array}\right]
$$

Furthermore matrix $\mathbf{C}_{o}$ is straightforward for the observable canonical form:

$$
\mathbf{C}_{o}=\left[\begin{array}{ll}
0 & 1 \tag{2.135}
\end{array}\right]
$$

Thus we are in position to compute matrix $\mathbf{Q}_{o o}$ :

$$
\mathbf{Q}_{o o}=\left[\begin{array}{c}
\mathbf{C}_{o}  \tag{2.136}\\
\mathbf{C}_{o} \mathbf{A}_{o}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
1 & -7
\end{array}\right]
$$

Then we use (2.115) to build the similarity transformation:

$$
\begin{align*}
\mathbf{P}_{o} & =\mathbf{Q}_{o}^{-1} \mathbf{Q}_{o o}=\left[\begin{array}{cc}
7 & -4 \\
-34.5 & 19.5
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & 1 \\
1 & -7
\end{array}\right] \\
& =\frac{1}{-1.5}\left[\begin{array}{cc}
19.5 & 4 \\
34.5 & 7
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
1 & -7
\end{array}\right] \\
& =\frac{2}{3}\left[\begin{array}{cc}
-19.5 & -4 \\
-34.5 & -7
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
1 & -7
\end{array}\right]  \tag{2.137}\\
& =\frac{2}{3}\left[\begin{array}{cc}
-4 & 8.5 \\
-7 & 14.5
\end{array}\right]
\end{align*}
$$

Alternatively we can use (2.117) to build the similarity transformation:

$$
\begin{align*}
& \mathbf{Q}_{o}^{-1}=\frac{2}{3}\left[\begin{array}{ll}
-19.5 & -4 \\
-34.5 & -7
\end{array}\right]=\left[\begin{array}{ll}
* & \underline{q}_{o}
\end{array}\right] \\
& \Rightarrow \underline{q}_{o}=\frac{2}{3}\left[\begin{array}{l}
-4 \\
-7
\end{array}\right] \tag{2.138}
\end{align*}
$$

And:

$$
\mathbf{P}_{o}=\left[\begin{array}{ll}
\underline{q}_{o} & \mathbf{A} \underline{q}_{o}
\end{array}\right]=\frac{2}{3}\left[\begin{array}{cc}
-4 & 8.5  \tag{2.139}\\
-7 & 14.5
\end{array}\right]
$$

Using the similarity relations (2.8) we finally get the following observable canonical form of the state-space representation:

$$
\left\{\begin{array}{l}
\mathbf{A}_{o}=\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o}=\left[\begin{array}{cc}
14.5 & -8.5 \\
7 & -4
\end{array}\right]\left[\begin{array}{ll}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right] \frac{2}{3}\left[\begin{array}{cc}
-4 & 8.5 \\
-7 & 14.5
\end{array}\right]=\left[\begin{array}{cc}
0 & -12 \\
1 & -7
\end{array}\right]  \tag{2.140}\\
\mathbf{B}_{o}=\mathbf{P}_{o}^{-1} \mathbf{B}=\left[\begin{array}{cc}
14.5 & -8.5 \\
7 & -4
\end{array}\right]\left[\begin{array}{l}
2 \\
4
\end{array}\right]=\left[\begin{array}{l}
-5 \\
-2
\end{array}\right] \\
\mathbf{C}_{o}=\mathbf{C P}_{o}=\left[\begin{array}{ll}
7 & -4
\end{array}\right] \frac{2}{3}\left[\begin{array}{cc}
-4 & 8.5 \\
-7 & 14.5
\end{array}\right]=\left[\begin{array}{ll}
0 & 1
\end{array}\right]
\end{array}\right.
$$

## Iterative method

Equivalently the inverse of the change of basis matrix $\mathbf{P}_{o}$ of the similarity transformation can be obtained as follows:

$$
\mathbf{P}_{o}^{-1}=\left[\begin{array}{c}
\underline{r}_{1}^{T}  \tag{2.141}\\
\underline{r}_{2}^{T} \\
\vdots \\
\underline{r}_{n}^{T}
\end{array}\right]
$$

where:

$$
\left\{\begin{array}{l}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0}  \tag{2.142}\\
\underline{r}_{n}^{T}=\mathbf{C} \\
\underline{r}_{k}^{T}=\underline{r}_{k+1}^{T} \mathbf{A}+a_{k} \mathbf{C} \quad \forall n-1 \geq k \geq 1
\end{array}\right.
$$

To get this result we write from (2.8) the following similarity transformation:

$$
\begin{equation*}
\mathbf{A}_{o}=\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o} \Leftrightarrow \mathbf{A}_{o} \mathbf{P}_{o}^{-1}=\mathbf{P}_{o}^{-1} \mathbf{A} \tag{2.143}
\end{equation*}
$$

Let's denote $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ as follows:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{2.144}
\end{equation*}
$$

Thus the coefficients $a_{i}$ of the state matrix $\mathbf{A}_{o}$ corresponding to the observable canonical form are known and matrix $\mathbf{A}_{o}$ is written as follows:

$$
\mathbf{A}_{o}=\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0}  \tag{2.145}\\
1 & 0 & 0 & \ddots & -a_{1} \\
0 & 1 & 0 & \ddots & -a_{2} \\
\vdots & \ddots & \ddots & & \vdots \\
0 & & 0 & 1 & -a_{n-1}
\end{array}\right]
$$

Furthermore let's write the inverse of the unknown change of basis matrix $\mathbf{P}_{o}$ as follows:

$$
\mathbf{P}_{o}^{-1}=\left[\begin{array}{c}
\underline{r}_{1}^{T}  \tag{2.146}\\
\underline{r}_{2}^{T} \\
\vdots \\
\underline{r}_{n}^{T}
\end{array}\right]
$$

Thus the columns of the unknown matrix $\mathbf{P}_{o}$ can be obtained thanks to the similarity transformation:

$$
\begin{equation*}
 \tag{2.147}
\end{equation*}
$$

That is:

$$
\left\{\begin{array} { l } 
{ - a _ { 0 } \underline { r } _ { n } ^ { T } = \underline { r } _ { 1 } ^ { T } \mathbf { A } }  \tag{2.148}\\
{ \underline { r } _ { 1 } ^ { T } - a _ { 1 } \underline { \underline { r } } _ { n } ^ { T } = \underline { r } _ { 2 } ^ { T } \mathbf { A } } \\
{ \vdots } \\
{ \underline { r } _ { n - 1 } ^ { T } - a _ { n - 1 } \underline { r } _ { n } ^ { T } = \underline { r } _ { n } ^ { T } \mathbf { A } }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\underline{0}=\underline{r}_{1}^{T} \mathbf{A}+a_{0} \underline{r}_{n}^{T} \\
\underline{r}_{k}^{T}=\underline{r}_{k+1}^{T} \mathbf{A}+a_{k} \underline{r}_{n}^{T} \quad \forall n-1 \geq k \geq 1
\end{array}\right.\right.
$$

Furthermore from (2.8) we get the relation $\mathbf{C}_{o}=\mathbf{C} \mathbf{P}_{o}$ which is rewritten as follows:

$$
\mathbf{C}_{o} \mathbf{P}_{o}^{-1}=\mathbf{C} \Leftrightarrow\left[\begin{array}{llll}
0 & \cdots & 0 & 1
\end{array}\right]\left[\begin{array}{c}
\underline{r}_{1}^{T}  \tag{2.149}\\
\underline{r}_{2}^{T} \\
\vdots \\
\underline{r}_{n}^{T}
\end{array}\right]=\mathbf{C} \Rightarrow \underline{r}_{n}^{T}=\mathbf{C}
$$

Combining the last equation of (2.148) with (2.149) gives the proposed result:

$$
\left\{\begin{array}{l}
\underline{r}_{n}^{T}=\mathbf{C}  \tag{2.150}\\
\underline{r}_{k}^{T}=\underline{r}_{k+1}^{T} \mathbf{A}+a_{k} \mathbf{C} \quad \forall n-1 \geq k \geq 1
\end{array}\right.
$$

Example 2.6. We consider the following general state-space representation:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.151}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{ll}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right]  \tag{2.152}\\
\mathbf{B}=\left[\begin{array}{l}
2 \\
4
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{ll}
7 & -4
\end{array}\right] \\
\mathbf{D}=0.5
\end{array}\right.
$$

This is the same state-space representation than the one which has been used in the previous example. We have seen that the similarity transformation which leads to the controllable canonical form is the following:

$$
\mathbf{P}_{o}=\frac{2}{3}\left[\begin{array}{cc}
-4 & 8.5  \tag{2.153}\\
-7 & 14.5
\end{array}\right]
$$

It is easy to compute matrix $\mathbf{P}_{o}^{-1}$, that is the inverse of $\mathbf{P}_{o}$. We get the following expression:

$$
\mathbf{P}_{o}^{-1}=\left[\begin{array}{cc}
14.5 & -8.5  \tag{2.154}\\
7 & -4
\end{array}\right]
$$

We will check the expression of matrix $\mathbf{P}_{o}^{-1}$ thanks to the iterative method proposed in (2.142). We get:

$$
\left\{\begin{array}{l}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}+7 s+12  \tag{2.155}\\
\underline{r}_{2}^{T}=\mathbf{C}=\left[\begin{array}{ll}
7 & -4
\end{array}\right] \\
\underline{r}_{1}^{T}=\underline{r}_{2}^{T} \mathbf{A}+a_{1} \mathbf{C}=\left[\begin{array}{ll}
7 & -4
\end{array}\right]\left[\begin{array}{ll}
28.5 & -17.5 \\
58.5 & -35.5
\end{array}\right]+7\left[\begin{array}{ll}
7 & -4
\end{array}\right]=\left[\begin{array}{ll}
14.5 & -8.5
\end{array}\right]
\end{array}\right.
$$

Thus we fortunately retrieve the expression of matrix $\mathbf{P}_{o}^{-1}$ :

$$
\mathbf{P}_{o}^{-1}=\left[\begin{array}{c}
\underline{r}_{1}^{T}  \tag{2.156}\\
\underline{r}_{2}^{T}
\end{array}\right]=\left[\begin{array}{cc}
14.5 & -8.5 \\
7 & -4
\end{array}\right]
$$

### 2.3.6 Diagonal (or modal) form

One particular useful canonical form is called the (block) diagonal or modal form. The (block) diagonal form is obtained thanks to the partial fraction expansion of transfer function $F(s)$. This is a diagonal representation of the state-space model when all the poles of $F(s)$ are distinct. Otherwise this is a Jordan representation.

## Transfer function with distinct poles

Assume for now that transfer function $F(s)$ has distinct poles $\lambda_{i}$. Then the partial fraction expansion of $F(s)$ reads:

$$
\begin{align*}
\frac{Y(s)}{U(s)}=F(s) & =\frac{N(s)}{D(s)}+d \\
& =\frac{N(s)}{\left(s-\lambda_{1}\right)\left(s-\lambda_{2}\right) \cdots\left(s-\lambda_{n}\right)}+d  \tag{2.157}\\
& =\frac{r_{1}}{s-\lambda_{1}}+\frac{r_{2}}{s-\lambda_{2}}+\cdots+\frac{r_{n}}{s-\lambda_{n}}+d
\end{align*}
$$

Number $r_{i}$ is called the residue of transfer function $F(s)$ in $\lambda_{i}$. When the multiplicity of the pole (or eigenvalue) $\lambda_{i}$ is 1 it is clear from the preceding relation that the residue $r_{i}$ can be obtained thanks to the following formula:

$$
\begin{equation*}
r_{i}=\left.\left(s-\lambda_{i}\right) F(s)\right|_{s=\lambda_{i}} \tag{2.158}
\end{equation*}
$$

Now we define constants $b_{i}$ and $c_{i}$ such that the product $b_{i} c_{i}$ is equal to $r_{i}$ :

$$
\begin{equation*}
r_{i}=c_{i} b_{i} \tag{2.159}
\end{equation*}
$$

Consequently transfer function $F(s)$ can be written as follows:

$$
\begin{equation*}
F(s)=\frac{c_{1} b_{1}}{s-\lambda_{1}}+\frac{c_{2} b_{2}}{s-\lambda_{2}}+\cdots+\frac{c_{n} b_{n}}{s-\lambda_{n}}+d \tag{2.160}
\end{equation*}
$$

Then we define the Laplace transform of the components $x_{1}(t), x_{2}(t), \cdots, x_{n}(t)$ of the state vector $\underline{x}(t)$ as follows:

$$
\left\{\begin{array}{l}
\frac{X_{1}(s)}{U(s)}=\frac{b_{1}}{s-\lambda_{1}}  \tag{2.161}\\
\frac{X_{2}(s)}{U(s)}=\frac{b_{2}}{s-\lambda_{2}} \\
\vdots \\
\frac{X_{n}(s)}{U(s)}=\frac{b_{n}}{s-\lambda_{n}}
\end{array}\right.
$$

Using (2.161) transfer function $F(s)$ can be written as follows:

$$
\begin{align*}
& \frac{Y(s)}{U(s)}=F(s)=c_{1} \frac{X_{1}(s)}{U(s)}+c_{2} \frac{X_{2}(s)}{U(s)}+\cdots+c_{n} \frac{X_{n}(s)}{U(s)}+d  \tag{2.162}\\
& \Rightarrow Y(s)=c_{1} X_{1}(s)+c_{2} X_{2}(s)+\cdots+c_{n} X_{n}(s)+d U(s)
\end{align*}
$$

Coming back to the time domain we get:

$$
\begin{equation*}
y(t)=c_{1} x_{1}(t)+c_{2} x_{2}(t)+\cdots+c_{n} x_{n}(t)+d u(t) \tag{2.163}
\end{equation*}
$$

Whereas in the time domain (2.161) reads:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=\lambda_{1} x_{1}(t)+b_{1} u(t)  \tag{2.164}\\
\dot{x}_{2}(t)=\lambda_{2} x_{2}(t)+b_{2} u(t) \\
\vdots \\
\dot{x}_{n}(t)=\lambda_{n} x_{n}(t)+b_{n} u(t)
\end{array}\right.
$$

Equations (2.164) and (2.163) lead to the following state-space representation, which is called the diagonal or modal form:

$$
\left\{\begin{array}{r}
\dot{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.165}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{cccc}
\lambda_{1} & 0 & & 0 \\
0 & \lambda_{2} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right]  \tag{2.166}\\
\mathbf{B}=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{llll}
c_{1} & c_{2} & \cdots & c_{n}
\end{array}\right] \\
\mathbf{D}=d
\end{array}\right.
$$

Example 2.7. Let's consider the following transfer function:

$$
\begin{equation*}
F(s)=\frac{(s+1)(s+2)}{2(s+3)(s+4)}=\frac{s^{2}+3 s+2}{2 s^{2}+14 s+24} \tag{2.167}
\end{equation*}
$$

We are looking for the diagonal form of this transfer function.
First we have to set to 1 the leading coefficient of the polynomial which appears in the denominator of the transfer function $F(s)$. We get:

$$
\begin{equation*}
F(s)=\frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12} \tag{2.168}
\end{equation*}
$$

Then we decompose $F(s)$ as a sum between a strictly proper rational function and a constant coefficient $d$. Constant coefficient $d$ is obtained thanks to the following relation:

$$
\begin{equation*}
d=\lim _{s \rightarrow \infty} \mathbf{F}(s)=\lim _{s \rightarrow \infty} \frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12}=0.5 \tag{2.169}
\end{equation*}
$$

Thus the strictly proper transfer function $N(s) / D(s)$ is obtained by subtracting $d$ to $F(s)$ :

$$
\begin{equation*}
\frac{N(s)}{D(s)}=F(s)-d=\frac{0.5 s^{2}+1.5 s+1}{1 \times s^{2}+7 s+12}-0.5=\frac{-2 s-5}{s^{2}+7 s+12} \tag{2.170}
\end{equation*}
$$

The two poles of $F(s)$ are -3 and -4 . Thus the partial fraction expansion of $F(s)$ reads:

$$
\begin{equation*}
F(s)=\frac{r_{1}}{s+3}+\frac{r_{2}}{s+4}+d=\frac{r_{1}}{s+3}+\frac{r_{2}}{s+4}-0.5 \tag{2.171}
\end{equation*}
$$

where the residues $r_{1}$ and $r_{2}$ are:

$$
\left\{\begin{array}{l}
r_{1}=\left.\left.(s+3) F(s)\right|_{s=-3} \frac{(s+1)(s+2)}{2(s+4)}\right|_{s=-3}=\frac{(-3+1)(-3+2)}{2(-3+4)}=1  \tag{2.172}\\
r_{2}=\left.\left.(s+4) F(s)\right|_{s=-4} \frac{(s+1)(s+2)}{2(s+3)}\right|_{s=-4}=\frac{(-4+1)(-4+2)}{2(-4+3)}=-3
\end{array}\right.
$$

We finally get:

$$
\begin{equation*}
F(s)=\frac{N(s)}{D(s)}+d=\frac{1}{s+3}+\frac{-3}{s+4}+0.5 \tag{2.173}
\end{equation*}
$$

Residues $r_{1}$ and $r_{2}$ are expressed for example as follows:

$$
\left\{\begin{array}{l}
r_{1}=1=1 \times 1=c_{1} \times b_{1}  \tag{2.174}\\
r_{2}=-3=-3 \times 1=c_{2} \times b_{2}
\end{array}\right.
$$

Then we apply Equation (2.166) to get the diagonal canonical form of $F(s)$ :

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right]=\left[\begin{array}{cc}
-3 & 0 \\
0 & -4
\end{array}\right]  \tag{2.175}\\
\mathbf{B}=\left[\begin{array}{l}
b_{1} \\
b_{2}
\end{array}\right]=\left[\begin{array}{c}
1 \\
-3
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{ll}
c_{1} & c_{2}
\end{array}\right]=\left[\begin{array}{ll}
1 & 1
\end{array}\right] \\
\mathbf{D}=d=0.5
\end{array}\right.
$$

## Similarity transformation to diagonal form

Assume that state matrix $\mathbf{A}$ has distinct eigenvalues $\lambda_{i}$. Starting from a realization $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & d\end{array}\right)$ let $\mathbf{P}_{m}$ be the change of basis matrix such that:

$$
\mathbf{A}_{m}=\left[\begin{array}{rrrr}
\lambda_{1} & 0 & & 0  \tag{2.176}\\
0 & \lambda_{2} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right]=\mathbf{P}_{m}^{-1} \mathbf{A} \mathbf{P}_{m}
$$

We will denote $\mathbf{P}_{m}$ as follows:

$$
\mathbf{P}_{m}=\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n} \tag{2.177}
\end{array}\right]
$$

It can be seen that vectors $\underline{v}_{i}$ are the eigenvectors of matrix $\mathbf{A}$. Indeed let $\lambda_{i}$ be an eigenvalue of $\mathbf{A}$. Then:

$$
\left\{\begin{array}{c}
\mathbf{A} \underline{v}_{1}=\lambda_{1} \underline{v}_{1}  \tag{2.178}\\
\vdots \\
\mathbf{A} \underline{v}_{n}=\lambda_{n} \underline{v}_{n}
\end{array}\right.
$$

Writing this equation in vector form leads to the following relation:

$$
\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n}
\end{array}\right]\left[\begin{array}{rrrr}
\lambda_{1} & 0 & & 0  \tag{2.179}\\
0 & \lambda_{2} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right]=\mathbf{A}\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n}
\end{array}\right]
$$

That is:

$$
\mathbf{P}_{m}\left[\begin{array}{rrrr}
\lambda_{1} & 0 & & 0  \tag{2.180}\\
0 & \lambda_{2} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right]=\mathbf{A} \mathbf{P}_{m}
$$

Or equivalently:

$$
\left[\begin{array}{rrrr}
\lambda_{1} & 0 & & 0  \tag{2.181}\\
0 & \lambda_{2} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right]=\mathbf{P}_{m}^{-1} \mathbf{A} \mathbf{P}_{m}
$$

The inverse of the change of basis matrix $\mathbf{P}_{n}$ can be written in terms of rows as follows:

$$
\mathbf{P}_{m}^{-1}=\left[\begin{array}{c}
\underline{w}_{1}^{T}  \tag{2.182}\\
\underline{w}_{2}^{T} \\
\vdots \\
\underline{w}_{n}^{T}
\end{array}\right]
$$

It can be seen that vectors $\underline{w}_{i}$ are the eigenvectors of matrix $\mathbf{A}^{T}$. Indeed let $\lambda_{i}$ be an eigenvalue of $\mathbf{A}$, which is also an eigenvalue of $\mathbf{A}^{T}$ as far as $\operatorname{det}(s \mathbb{I}-\mathbf{A})=\operatorname{det}(s \mathbb{I}-\mathbf{A})^{T}=\operatorname{det}\left(s \mathbb{I}-\mathbf{A}^{T}\right)$. Then:

$$
\begin{equation*}
\mathbf{A}^{T} \underline{w}_{i}=\lambda_{i} \underline{w}_{i} \Rightarrow \underline{w}_{i}^{T} \mathbf{A}=\lambda_{i} \underline{w}_{i}^{T} \tag{2.183}
\end{equation*}
$$

Thus by multiplying by $\underline{v}_{j}$ and using the fact that $\underline{v}_{j}$ is an eigenvector of $\mathbf{A}$, that is $\mathbf{A} \underline{v}_{j}=\lambda_{j} \underline{v}_{j}$, we get:

$$
\begin{equation*}
\lambda_{i} \underline{w}_{i}^{T} \underline{v}_{j}=\underline{w}_{i}^{T} \mathbf{A} \underline{v}_{j}=\lambda_{j} \underline{w}_{i}^{T} \underline{v}_{j} \Rightarrow\left(\lambda_{i}-\lambda_{j}\right) \underline{w}_{i}^{T} \underline{v}_{j}=0 \tag{2.184}
\end{equation*}
$$

Since $\lambda_{i} \neq \lambda_{j} \forall i \neq j$ we finally get:

$$
\begin{equation*}
\underline{w}_{i}^{T} \underline{v}_{j}=0 \text { if } i \neq j \tag{2.185}
\end{equation*}
$$

As far as $\underline{w}_{i}$ and $\underline{v}_{j}$ are defined to within a constant we impose $\underline{w}_{i}^{T} \underline{v}_{j}=$ 1 if $i=j$. Consequently:

$$
\underline{w}_{i}^{T} \underline{v}_{j}=\left\{\begin{array}{l}
1 \text { if } i=j  \tag{2.186}\\
0 \text { if } i \neq j
\end{array}\right.
$$

## Transfer function with complex conjugate pair of poles

If some of the poles are complex so are the residues and so is the diagonal form. This may be inconvenient. We will see hereafter how to retrieve real matrices corresponding to the diagonal form.

Assume that $\lambda$ and $\bar{\lambda}$ is a complex conjugate pair of poles of $F(s)$ :

$$
\begin{equation*}
F(s)=\frac{r_{1}}{s-\lambda}+\frac{\bar{r}_{1}}{s-\bar{\lambda}} \tag{2.187}
\end{equation*}
$$

Let $\alpha$ be the real part of the pole $\lambda$ and $\beta$ its imaginary part:

$$
\begin{equation*}
\lambda=\alpha+j \beta \Leftrightarrow \bar{\lambda}=\alpha-j \beta \tag{2.188}
\end{equation*}
$$

According to the preceding section the state-space representation of $F(s)$ is the following:

$$
\left\{\begin{array}{l}
\mathbf{A}_{m}=\left[\begin{array}{ll}
\lambda & 0 \\
0 & \bar{\lambda}
\end{array}\right]=\left[\begin{array}{cc}
\alpha+j \beta & 0 \\
0 & \alpha-j \beta
\end{array}\right]  \tag{2.189}\\
\mathbf{B}_{m}=\left[\begin{array}{l}
b_{1} \\
\bar{b}_{1}
\end{array}\right] \\
\mathbf{C}_{m}=\left[\begin{array}{ll}
c_{1} & \bar{c}_{1}
\end{array}\right] \\
\mathbf{D}=0
\end{array}\right.
$$

Where:

$$
\begin{equation*}
r_{1}=b_{1} c_{1} \Rightarrow \bar{r}_{1}=\bar{b}_{1} \bar{c}_{1} \tag{2.190}
\end{equation*}
$$

It is clear that the diagonal form of transfer function $F(s)$ is complex. From the preceding realization we get the following equations:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=(\alpha+j \beta) x_{1}(t)+b_{1} u(t)  \tag{2.191}\\
\dot{x}_{2}(t)=(\alpha-j \beta) x_{2}(t)+\bar{b}_{1} u(t)
\end{array}\right.
$$

We deduce from the preceding equation that the state components $x_{1}(t)$ and $x_{2}(t)$ are complex conjugate. Let $x_{R}(t)$ be the real part of $x_{1}(t)$ and $x_{I}(t)$ its imaginary part:

$$
\begin{equation*}
x_{1}(t)=x_{R}(t)+j x_{I}(t) \Rightarrow x_{2}(t)=\bar{x}_{1}(t)=x_{R}(t)-j x_{I}(t) \tag{2.192}
\end{equation*}
$$

Thus Equation (2.191) reads:

$$
\left\{\begin{array}{l}
\dot{x}_{R}(t)+j \dot{x}_{I}(t)=(\alpha+j \beta)\left(x_{R}(t)+j x_{I}(t)\right)+b_{1} u(t)  \tag{2.193}\\
\dot{x}_{R}(t)-j \dot{x}_{I}(t)=(\alpha-j \beta)\left(x_{R}(t)-j x_{I}(t)\right)+\bar{b}_{1} u(t)
\end{array}\right.
$$

We deduce two new equations from the two preceding equations as follows: the first new equation is obtained by adding the two preceding equations and
dividing the result by 2 whereas the second new equation is obtained by subtracting the two preceding equations and dividing the result by $2 j$. We get:

$$
\left\{\begin{array}{l}
\dot{x}_{R}(t)=\alpha x_{R}(t)-\beta x_{I}(t)+\frac{b_{1}+\bar{b}_{1}}{2} u(t)  \tag{2.194}\\
\dot{x}_{I}(t)=\beta x_{R}(t)+\alpha x_{I}(t)+\frac{b_{1}-\bar{b}_{1}}{2 j} u(t)
\end{array}\right.
$$

As far as the output $y(t)$ is concerned we can express it as a function of the new components $x_{R}(t)$ and $x_{I}(t)$ of the state vector:

$$
\begin{align*}
y(t) & =c_{1} x_{1}(t)+\bar{c}_{1} \bar{x}_{1}(t) \\
& =c_{1}\left(x_{R}(t)+j x_{I}(t)\right)+\bar{c}_{1}\left(x_{R}(t)-j x_{I}(t)\right)  \tag{2.195}\\
& =\left(c_{1}+\bar{c}_{1}\right) x_{R}(t)+j\left(c_{1}-\bar{c}_{1}\right) x_{I}(t)
\end{align*}
$$

Consequently the complex diagonal form in Equation (2.189) is rendered real by using the real part and the imaginary part of the complex state component which appear in the state vector rather than the complex state component and its conjugate. Indeed Equations (2.194) and (2.195) lead to the following statespace representation where matrices $\left(\mathbf{A}_{m}, \mathbf{B}_{m}, \mathbf{C}_{m}, \mathbf{D}\right)$ are real:

$$
\left\{\begin{array}{l}
\mathbf{A}_{m}=\left[\begin{array}{cc}
\alpha & -\beta \\
\beta & \alpha
\end{array}\right]  \tag{2.196}\\
\mathbf{B}_{m}=\left[\begin{array}{c}
\frac{b_{1}+\bar{b}_{1}}{2} \\
\frac{b_{1}-\bar{b}_{1}}{2 j}
\end{array}\right] \\
\mathbf{C}_{m}=\left[\begin{array}{ll}
\left(c_{1}+\bar{c}_{1}\right) & \left.j\left(c_{1}-\bar{c}_{1}\right)\right] \\
\mathbf{D}=0
\end{array}\right.
\end{array}\right.
$$

It can be seen that complex matrix $\mathbf{A}$ has the same determinant than the real matrix $\mathbf{A}_{m}$ :

$$
\operatorname{det}\left(s \mathbb{I}-\left[\begin{array}{cc}
\alpha+j \beta & 0  \tag{2.197}\\
0 & \alpha-j \beta
\end{array}\right]\right)=\operatorname{det}\left(s \mathbb{I}-\left[\begin{array}{cc}
\alpha & -\beta \\
\beta & \alpha
\end{array}\right]\right)
$$

Example 2.8. Let's consider the following transfer function:

$$
\begin{equation*}
F(s)=\frac{s+2}{s^{2}-2 s+5} \tag{2.198}
\end{equation*}
$$

The two poles of $F(s)$ are $\lambda_{1}=1+2 j$ and $\bar{\lambda}_{1}=1-2 j$. Thus the partial fraction expansion of $F(s)$ reads:

$$
\begin{equation*}
F(s)=\frac{s+2}{s^{2}-2 s+5}=\frac{s+2}{\left(s-\lambda_{1}\right)\left(s-\bar{\lambda}_{1}\right)}=\frac{r_{1}}{s-\lambda_{1}}+\frac{r_{2}}{s-\bar{\lambda}_{1}} \text { where } \lambda_{1}=1+2 j \tag{2.199}
\end{equation*}
$$

where the residues $r_{1}$ and $r_{2}$ are:

$$
\left\{\begin{array}{l}
r_{1}=\left.\left(s-\lambda_{1}\right) F(s)\right|_{s=\lambda_{1}}=\left.\frac{s+2}{s-\lambda_{1}}\right|_{s=\lambda_{1}}=\frac{3+2 j}{4 j}=\frac{2-3 j}{4}  \tag{2.200}\\
r_{2}=\left.\left(s-\bar{\lambda}_{1}\right) F(s)\right|_{s=\bar{\lambda}_{1}}=\left.\frac{s+2}{s-\lambda_{1}}\right|_{s=\bar{\lambda}_{1}}=\frac{3-2 j}{-4 j}=\frac{2+3 j}{4}=\bar{r}_{1}
\end{array}\right.
$$

We finally get:

$$
\begin{equation*}
F(s)=\frac{r_{1}}{s-\lambda_{1}}+\frac{r_{2}}{s-\bar{\lambda}_{1}}=\frac{\frac{2-3 j}{4}}{s-(1+2 j)}+\frac{\frac{2+3 j}{4}}{s-(1-2 j)} \tag{2.201}
\end{equation*}
$$

Residues $r_{1}$ and $r_{2}$ are expressed for example as follows:

$$
\left\{\begin{array}{l}
r_{1}=\frac{2-3 j}{4}=(2-3 j) \times \frac{1}{4}=c_{1} \times b_{1}  \tag{2.202}\\
r_{2}=\frac{2+3 j}{4}=(2+3 j) \times \frac{1}{4}=\bar{c}_{1} \times \bar{b}_{1}
\end{array}\right.
$$

Then we apply Equation (2.166) to get the diagonal canonical form of $F(s)$ :

$$
\left\{\begin{array}{l}
\mathbf{A}_{m}=\left[\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \bar{\lambda}_{1}
\end{array}\right]=\left[\begin{array}{cc}
\alpha+j \beta & 0 \\
0 & \alpha-j \beta
\end{array}\right]=\left[\begin{array}{cc}
1+2 j & 0 \\
0 & 1-2 j
\end{array}\right] \\
\mathbf{B}_{m}=\left[\begin{array}{l}
b_{1} \\
\bar{b}_{1}
\end{array}\right]=\frac{1}{4}\left[\begin{array}{l}
1 \\
1
\end{array}\right]  \tag{2.203}\\
\mathbf{C}_{m}=\left[\begin{array}{ll}
c_{1} & \bar{c}_{1}
\end{array}\right]=\left[\begin{array}{ll}
2-3 j & 2+3 j
\end{array}\right] \\
\mathbf{D}=0
\end{array}\right.
$$

This complex diagonal form realization is rendered real by using (2.196):

$$
\left\{\begin{array}{l}
\mathbf{A}_{m}=\left[\begin{array}{cc}
\alpha & -\beta \\
\beta & \alpha
\end{array}\right]=\left[\begin{array}{cc}
1 & -2 \\
2 & 1
\end{array}\right]  \tag{2.204}\\
\mathbf{B}_{m}=\left[\frac { b _ { 1 } + \overline { b } _ { 1 } } { 2 } \left[\frac{b_{1}-\bar{b}_{1}}{2 j}\right.\right.
\end{array}\right]=\frac{1}{4}\left[\begin{array}{l}
1 \\
0
\end{array}\right] \quad \begin{aligned}
& \mathbf{C}_{m}=\left[\begin{array}{ll}
\left(c_{1}+\bar{c}_{1}\right) & j\left(c_{1}-\bar{c}_{1}\right)
\end{array}\right]=\left[\begin{array}{ll}
4 & 6
\end{array}\right] \\
& \mathbf{D}=0
\end{aligned}
$$

For both realizations we can check that $F(s)=\mathbf{C}_{m}\left(s \mathbb{I}-\mathbf{A}_{m}\right)^{-1} \mathbf{B}_{m}+\mathbf{D}$ but in the last realzation matrices $\left(\mathbf{A}_{m}, \mathbf{B}_{m}, \mathbf{C}_{m}, \mathbf{D}\right)$ are real.

### 2.3.7 Algebraic and geometric multiplicity of an eigenvalue

The algebraic multiplicity $n_{i}$ of an eigenvalue $\lambda_{i}$ of matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$ is the number of times $\lambda_{i}$ appears as a root of the characteristic polynomial $\operatorname{det}(s \mathbb{I}-\mathbf{A})$.

The geometric multiplicity $q_{i}$ of an eigenvalue $\lambda_{i}$ of matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$ is the dimension of the kernel of $\lambda_{i} \mathbb{I}-\mathbf{A}$.

If for every eigenvalue of $\mathbf{A}$ the geometric multiplicity equals the algebraic multiplicity, then matrix $\mathbf{A}$ is said to be diagonalizable.

Example 2.9. Let's consider the following matrix:

$$
\mathbf{A}=\left[\begin{array}{ll}
2 & 3  \tag{2.205}\\
0 & 2
\end{array}\right]
$$

We have:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=(s-2)^{2} \tag{2.206}
\end{equation*}
$$

Consequently the algebraic multiplicity of eigenvalue $\lambda_{1}=2$ is $n_{1}=2$.
In order to get the geometric multiplicity of eigenvalue $\lambda_{1}$ we consider the following matrix:

$$
\lambda_{1} \mathbb{I}-\mathbf{A}=\left[\begin{array}{cc}
0 & -3  \tag{2.207}\\
0 & 0
\end{array}\right]
$$

The dimension of the kernel of $\lambda_{1} \mathbb{I}-\mathbf{A}$ is clearly 1. Consequently the geometric multiplicity of eigenvalue $\lambda_{1}$ is $q_{1}=1$.

### 2.3.8 Jordan form and generalized eigenvectors

Matrix $\mathbf{A}$ is not diagonalizable if there is at least one eigenvalue with geometric multiplicity $q_{i}$ (dimension of its eigenspace) strictly less than its algebraic multiplicity $n_{i}$. Equivalently, if for every eigenvalue $\lambda_{i}$ of $\mathbf{A}$ the geometric multiplicity equals the algebraic multiplicity then $\mathbf{A}$ is diagonalizable. If not, the diagonal form of matrix $\mathbf{A}$ is replaced by its Jordan form which is achieved through the so-called generalized eigenvectors.

Indeed, any square matrix $\mathbf{A}$ is similar to the a block diagonal matrix through an invertible matrix $\mathbf{P}$ :

$$
\mathbf{A P}=\mathbf{P}\left[\begin{array}{lll}
\mathbf{J}_{\lambda_{1}} & &  \tag{2.208}\\
& \ddots & \\
& & \mathbf{J}_{\lambda_{p}}
\end{array}\right]
$$

where the Jordan block $\mathbf{J}_{\lambda_{i}}$ of matrix $\mathbf{A}$ corresponding to eigenvalue $\lambda_{i}$ with algebraic multiplicity $n_{i}$ is the following $n_{i} \times n_{i}$ matrix:

$$
\mathbf{J}_{\lambda_{i}}=\underbrace{\left[\begin{array}{ccccc}
\lambda_{i} & 1 & 0 & \cdots & 0  \tag{2.209}\\
0 & \lambda_{i} & 1 & 0 & \cdots \\
\vdots & \ddots & \ddots & \ddots & \\
& & & \lambda_{i} & 1 \\
0 & \cdots & \cdots & 0 & \lambda_{i}
\end{array}\right]}_{n_{i} \text { terms }}=\lambda_{i} \mathbb{I}_{n_{i}}+\mathbf{N}
$$

Matrix $\mathbf{N}$ is a nilpotent matrix. The number of 1 over the diagonal (the superdiagonal) of $\mathbf{J}_{\lambda_{i}}$ (and $\mathbf{N}$ ) is equal to the difference between the algebraic multiplicity $n_{i}$ and the geometric multiplicity (dimension of its eigenspace) $q_{i}$ of eigenvalue $\lambda_{i}$. When the algebraic multiplicity of eigenvalue $\lambda_{i}$ is strictly greater than its geometric multiplicity (dimension of its eigenspace), we said that $\lambda_{i}$ is degenerate.

For example, assume that matrix $\mathbf{A}$ has one eigenvalue $\lambda_{i}$ with algebraic multiplicity $n_{i}=3$ and geometric multiplicity (dimension of its eigenspace) equals to $q_{i}=1$. Then $\lambda_{i}$ is degenerate and matrix $\mathbf{A}$ is not diagonalizable. Its Jordan form has $n_{i}-q_{i}=3-1=2$ values 1 over its diagonal (the superdiagonal):

$$
\mathbf{J}_{\lambda_{i}}=\left[\begin{array}{ccc}
\lambda_{i} & 1 & 0  \tag{2.210}\\
0 & \lambda_{i} & 1 \\
0 & 0 & \lambda_{i}
\end{array}\right]=\lambda_{i} \mathbb{I}_{3}+\mathbf{N} \text { where } \mathbf{N}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

Then matrix $\mathbf{P}$, which has to be found, reads:

$$
\mathbf{P}=\left[\begin{array}{lll}
\underline{v}_{\lambda_{i}, 1} & \underline{v}_{\lambda_{i}, 2} & \underline{v}_{\lambda_{i}, 3} \tag{2.211}
\end{array}\right]
$$

and (2.208) reads:

$$
\mathbf{A}\left[\begin{array}{ccc}
\underline{v}_{\lambda_{i}, 1} & \underline{v}_{\lambda_{i}, 2} & \underline{v}_{\lambda_{i}, 3}
\end{array}\right]=\left[\begin{array}{lll}
\underline{v}_{\lambda_{i}, 1} & \underline{v}_{\lambda_{i}, 2} & \underline{v}_{\lambda_{i}, 3}
\end{array}\right]\left[\begin{array}{ccc}
\lambda_{i} & 1 & 0  \tag{2.212}\\
0 & \lambda_{i} & 1 \\
0 & 0 & \lambda_{i}
\end{array}\right]
$$

Developing each column of the previous product leads to the following relations:

$$
\left\{\begin{array} { l } 
{ \mathbf { A } \underline { v } _ { \lambda _ { i } , 1 } = \lambda _ { i } \underline { v } _ { \lambda _ { i } , 1 } }  \tag{2.213}\\
{ \mathbf { A } \underline { v } _ { \lambda _ { i } , 2 } = \underline { v } _ { \lambda _ { i } , 1 } + \lambda _ { i } \underline { v } _ { \lambda _ { i } , 2 } } \\
{ \mathbf { A } \underline { v } _ { \lambda _ { i } , 3 } = \underline { v } _ { \lambda _ { i } , 2 } + \lambda _ { i } \underline { v } _ { \lambda _ { i } , 3 } }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 1}=\underline{0}^{\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 2}=\underline{v}_{\lambda_{i}, 1}} \\
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 3}=\underline{v}_{\lambda_{i}, 2}
\end{array}\right.\right.
$$

The first equality indicates that $\underline{v}_{\lambda_{i}, 1}$ belongs to the kernel of $\mathbf{A}-\lambda_{i} \mathbb{I}$, which is also the kernel of $\lambda_{i} \mathbb{I}-\mathbf{A}$. Once $\underline{v}_{\lambda_{i}, 1}$ has been chosen, generalized eigenvectors $\underline{v}_{\lambda_{i}, 2}$ and $\underline{v}_{\lambda_{i}, 3}$ shall be chosen such that (2.213) holds.

Alternatively, relation (2.213) indicates that as soon as $\underline{v}_{\lambda_{i}, 3} \neq \underline{0}$ is known, then $\underline{v}_{\lambda_{i}, 2}$ and $\underline{v}_{\lambda_{i}, 1}$ can be computed recursively as follows:

$$
\left\{\begin{array}{l}
\underline{v}_{\lambda_{i}, 2}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 3}  \tag{2.214}\\
\underline{v}_{\lambda_{i}, 1}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 2}
\end{array}\right.
$$

To get $\underline{v}_{\lambda_{i}, 3}$, it is worth noticing that by multiplying the second equation of (2.213) by $\mathbf{A}-\lambda_{i} \mathbb{I}$ and the third equation of (2.213) by $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{2}$, and using the fact that $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 1}=\underline{0}$, we get:

$$
\left\{\begin{array} { l } 
{ ( \mathbf { A } - \lambda _ { i } \mathbb { I } ) \underline { v } _ { \lambda _ { i } , 1 } = \underline { 0 } }  \tag{2.215}\\
{ ( \mathbf { A } - \lambda _ { i } \mathbb { I } ) ^ { 2 } \underline { v } _ { \lambda _ { i } , 2 } = ( \mathbf { A } - \lambda _ { i } \mathbb { I } ) \underline { v } _ { \lambda _ { i } , 1 } } \\
{ ( \mathbf { A } - \lambda _ { i } \mathbb { I } ) ^ { 3 } \underline { v } _ { \lambda _ { i } , 3 } = ( \mathbf { A } - \lambda _ { i } \mathbb { I } ) ^ { 2 } \underline { v } _ { \lambda _ { i } , 2 } }
\end{array} \Rightarrow \left\{\begin{array}{l}
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 1}=\underline{0} \\
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{2} \underline{v}_{\lambda_{i}, 2}=\underline{0} \\
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{3} \underline{v}_{\lambda_{i}, 3}=\underline{0}
\end{array}\right.\right.
$$

From the relation $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{3} \underline{v}_{\lambda_{i}, 3}=\underline{0}$, it is clear that $\underline{v}_{\lambda_{i}, 3} \neq \underline{0}$ belongs to the nullspace of $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{3}$, where $n_{i}=3$ is the algebraic multiplicity of eigenvalue $\lambda_{i}$. Moreover, as soon as matrix $\mathbf{P}$ shall be invertible, we shall have $\underline{v}_{\lambda_{i}, 2} \neq \underline{0}$ and $\underline{v}_{\lambda_{i}, 1} \neq \underline{0}$. Thus, we get from (2.214):

$$
\left\{\begin{array}{l}
\underline{v}_{\lambda_{i}, 2}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 3} \neq \underline{0}  \tag{2.216}\\
\underline{v}_{\lambda_{i}, 1}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, 2}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{2} \underline{v}_{\lambda_{i}, 3} \neq \underline{0}
\end{array}\right.
$$

More generally, to get the Jordan form of any $n \times n$ square matrix $\mathbf{A}$ with eigenvalues $\lambda_{i}$ with algebraic multiplicity $n_{i}$ we must compute the nullspace of $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{n_{i}}$ or equivalently the nullspace of $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{n}$ (in that situation there is no need to know $n_{i}$ ). Let $\underline{v}_{\lambda_{i}, n_{i}}$ be a vector which spans the nullspace of $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{n_{i}}$ but which does not belong to the nullspace of $\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{n_{i}-1}$ :

$$
\left\{\begin{array}{l}
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{n_{i}} \underline{v}_{\lambda_{i}, n_{i}}=\underline{0}  \tag{2.217}\\
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{n_{i}-1} \underline{v}_{\lambda_{i}, n_{i}} \neq \underline{0}
\end{array}\right.
$$

Then the following chain of vectors can be formed:

$$
\left\{\begin{array}{l}
\underline{v}_{\lambda_{i}, n_{i}-1}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, n_{i}}  \tag{2.218}\\
\underline{v}_{\lambda_{i}, n_{i}-2}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{\lambda_{i}, n_{i}-1}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{2} \underline{v}_{\lambda_{i}, n_{i}} \\
\vdots \\
\underline{v}_{\lambda_{i}, 1}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{n_{i}-1} \underline{v}_{\lambda_{i}, n_{i}}
\end{array}\right.
$$

A nonzero vector $\underline{v}_{\lambda_{i}}$ which satisfies the following properties is called a generalized eigenvector of $\mathbf{A}$ corresponding to eigenvalue $\lambda_{i}$ :

$$
\left\{\begin{array}{l}
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{k} \underline{v}_{\lambda_{i}}=\underline{0}  \tag{2.219}\\
\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{k-1} \underline{v}_{\lambda_{i}} \neq \underline{0}
\end{array}\right.
$$

It is clear that when $k=1$ the preceding definition leads to the usual definition of eigenvector.

It can be shown that:

$$
\begin{equation*}
\operatorname{ker}\left(\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{k}\right) \subset \operatorname{ker}\left(\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{k+1}\right) \tag{2.220}
\end{equation*}
$$

Furthermore if $\mathbf{A}$ is an $n \times n$ matrix with an eigenvalue $\lambda_{i}$ with algebraic multiplicity $n_{i}$ then there is some integer $\nu_{i} \leq n_{i}$ such that the following property holds:

$$
\begin{equation*}
\operatorname{dim}\left(\operatorname{ker}\left(\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right)^{\nu_{i}}\right)\right)=n_{i} \tag{2.221}
\end{equation*}
$$

Let $\mathbf{P}_{\lambda_{i}}$ be the matrix formed by the chain of vectors $\left[\begin{array}{lll}\underline{v}_{\lambda_{i}, 1} & \cdots & \underline{v}_{\lambda_{i}, n_{i}}\end{array}\right]$. Then the Jordan form $\mathbf{J}$ of matrix $\mathbf{A}$ of order $n$ corresponding is obtained as:

$$
\mathbf{J}=\mathbf{P}^{-1} \mathbf{A P} \text { where }\left\{\begin{array}{l}
\mathbf{P}=\left[\begin{array}{lll}
\mathbf{P}_{\lambda_{1}} & \cdots & \mathbf{P}_{\lambda_{n}}
\end{array}\right]  \tag{2.222}\\
\mathbf{P}_{\lambda_{i}}=\left[\begin{array}{lll}
\underline{v}_{\lambda_{i}, 1} & \cdots & \underline{v}_{\lambda_{i}, n_{i}}
\end{array}\right]
\end{array}\right.
$$

### 2.3.9 Transfer function with multiple poles on the same location

## Multiple real poles on the same location

Now assume that transfer function $F(s)$ has a pole $\lambda$ of multiplicity $n$. Partial fraction expansion of $F(s)$ results in:

$$
\begin{equation*}
\frac{Y(s)}{U(s)}=F(s)=\frac{r_{1}}{s-\lambda}+\frac{r_{2}}{(s-\lambda)^{2}}+\cdots+\frac{r_{n}}{(s-\lambda)^{n}}+d \tag{2.223}
\end{equation*}
$$

It is clear from the preceding relation that the numbers $r_{i} \forall n \geq i \geq 1$ can be obtained thanks to the following formula:

$$
\begin{equation*}
r_{i}=\left.\frac{1}{(n-i)!} \frac{d^{n-i}}{d s^{n-i}}\left((s-\lambda)^{n} F(s)\right)\right|_{s=\lambda} \quad \forall n \geq i \geq 1 \tag{2.224}
\end{equation*}
$$

Number $r_{1}$ is called the residue of transfer function $F(s)$ in $\lambda$.
Then we define the Laplace transform of the components $x_{1}(t), \cdots, x_{n}(t)$ of the state vector $\underline{x}(t)$ as follows:

$$
\begin{equation*}
\frac{X_{i}(s)}{U(s)}=\frac{1}{(s-\lambda)^{n-i+1}} \quad \forall n \geq i \geq 1 \tag{2.225}
\end{equation*}
$$

Using (2.225) transfer function $F(s)$ can be written as follows:

$$
\begin{align*}
& \frac{Y(s)}{U(s)}=F(s)=r_{1} \frac{X_{n}(s)}{U(s)}+r_{2} \frac{X_{n-1}(s)}{U(s)}+\cdots+r_{n} \frac{X_{1}(s)}{U(s)}+d  \tag{2.226}\\
& \Rightarrow Y(s)=r_{1} X_{n}(s)+r_{2} X_{n-1}(s)+\cdots+r_{n} X_{1}(s)+d U(s)
\end{align*}
$$

Coming back to the time domain and rearranging the order of the state vector components we get:

$$
\begin{equation*}
y(t)=r_{n} x_{1}(t)+r_{n-1} x_{2}(t)+\cdots+r_{1} x_{n}(t)+d u(t) \tag{2.227}
\end{equation*}
$$

The $n$ components of the state vector $\underline{x}(t)$ defined by (2.225) reads:

$$
\begin{align*}
& \frac{X_{i}(s)}{U(s)}=\frac{1}{(s-\lambda)^{n-i+1}} \forall 1 \leq i \leq n \\
& \Leftrightarrow\left\{\begin{array}{l}
\frac{X_{n}(s)}{U(s)}=\frac{1}{s-\lambda} \\
\frac{X_{n-1}(s)}{U(s)}=\frac{1}{(s-\lambda)^{2}} \Rightarrow X_{n-1}(s)=\frac{X_{n}(s)}{s-\lambda} \\
\vdots \\
\frac{X_{2}(s)}{U(s)}=\frac{1}{(s-\lambda)^{n-1}} \Rightarrow X_{2}(s)=\frac{X_{3}(s)}{s-\lambda} \\
\frac{X_{1}(s)}{U(s)}=\frac{1}{(s-\lambda)^{n}} \Rightarrow X_{1}(s)=\frac{X_{2}(s)}{s-\lambda}
\end{array}\right. \tag{2.228}
\end{align*}
$$

Coming back in the time domain and reversing the order of the equations we get:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=\lambda x_{1}(t)+x_{2}(t)  \tag{2.229}\\
\dot{x}_{2}(t)=\lambda x_{2}(t)+x_{3}(t) \\
\vdots \\
\dot{x}_{n-1}(t)=\lambda x_{n-1}(t)+x_{n}(t) \\
\dot{x}_{n}(t)=\lambda x_{n}(t)+u(t)
\end{array}\right.
$$

Equations (2.229) and (2.227) lead to the following state-space representation, which is called the diagonal (Jordan) or modal form:

$$
\left\{\begin{array}{r}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{2.230}\\
y(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} u(t)
\end{array}\right.
$$

Matrix $\mathbf{A}$ is a $n \times n$ square matrix, $\mathbf{B}$ is a vector with $n$ rows and $\mathbf{C}$ is a row with $n$ columns:

$$
\left\{\begin{array}{l}
\mathbf{A}=\underbrace{\left[\begin{array}{cccc}
\lambda & 1 & 0 & \cdots \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & \lambda
\end{array}\right]}_{n \text { terms }}  \tag{2.231}\\
\mathbf{B}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{llll}
r_{n} & r_{n-1} & \cdots & r_{1}
\end{array}\right] \\
\mathbf{D}=d
\end{array}\right.
$$

Alternatively we can introduce polynomials $N_{1}(s)$ and $N_{2}(s)$ defined as follows:

$$
\begin{equation*}
F(s)=\frac{r_{1}}{s-\lambda}+\frac{r_{2}}{(s-\lambda)^{2}}+\cdots+\frac{r_{n}}{(s-\lambda)^{n}}=\frac{N_{1}(s) N_{2}(s)}{(s-\lambda)^{n}} \tag{2.232}
\end{equation*}
$$

Then Pradin ${ }^{1}$ has shown that equivalent diagonal form realizations of transfer function $F(s)$ are the following where $\mathbf{A}$ is a $n \times n$ square matrix, $\mathbf{B}$ a vector with $n$ rows and $\mathbf{C}$ a row with $n$ columns:

$$
\left\{\begin{array}{l}
\mathbf{A}=\underbrace{\left[\begin{array}{cccc}
\lambda & 1 & 0 & \cdots \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & \lambda
\end{array}\right]}_{n \text { terms }} \\
\mathbf{B}=\left[\begin{array}{c}
\left.\begin{array}{c}
\left.\frac{1}{2!} \frac{d^{2}}{d s^{2}} N_{2}(s)\right|_{s=\lambda} \\
\left.\frac{1}{1!} \frac{d}{d s} N_{2}(s)\right|_{s=\lambda} \\
\left.N_{2}(s)\right|_{s=\lambda}
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{lll}
\left.N_{1}(s)\right|_{s=\lambda} & \left.\frac{1}{1!} \frac{d}{d s} N_{1}(s)\right|_{s=\lambda} & \left.\frac{1}{2!} \frac{d^{2}}{d s^{2}} N_{1}(s)\right|_{s=\lambda}
\end{array}\right. \\
\mathbf{D}=d
\end{array}\right. \\
\end{array}\right.
$$

[^7]The preceding relations can be extended to the general case where transfer function $F(s)$ has poles $\lambda_{i}$ with multiplicity $n_{i}$ :

$$
\begin{align*}
F(s) & =\sum_{i} \frac{r_{i 1}}{s-\lambda_{i}}+\frac{r_{i 2}}{\left(s-\lambda_{i}\right)^{2}}+\cdots+\frac{r_{i n_{i}}}{\left(s-\lambda_{i}\right)^{n_{i}}}+d \\
& =\sum_{i} \sum_{j=1}^{n_{i}} \frac{\left(r_{j}\right.}{\left(s-\lambda_{i}\right)^{j}}+d  \tag{2.234}\\
& =\sum_{i} \frac{N_{i 1}(s) \lambda_{i 2}(s)}{\left.\left(s-\lambda_{i}\right)^{n}\right)^{2}}+d
\end{align*}
$$

Then it is shown in ${ }^{1}$ that a diagonal form realization of transfer function $F(s)$ is the following:

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{lll}
\mathbf{A}_{1} & & \\
& \mathbf{A}_{2} & \\
& & \ddots
\end{array}\right]  \tag{2.235}\\
\mathbf{B}=\left[\begin{array}{c}
\mathbf{B}_{1} \\
\mathbf{B}_{2} \\
\vdots
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{lll}
\mathbf{C}_{1} & \mathbf{C}_{2} & \cdots
\end{array}\right] \\
\mathbf{D}=d
\end{array}\right.
$$

Matrix $\mathbf{A}_{i}$ is a $n_{i} \times n_{i}$ square matrix, $\mathbf{B}_{i}$ is a vector with $n_{i}$ rows and $\mathbf{C}_{i}$ is a row with $n_{i}$ columns:

$$
\left\{\begin{align*}
& \mathbf{A}_{i}=\underbrace{\left[\begin{array}{rrrr}
\lambda_{i} & 1 & 0 & \cdots \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & \lambda_{i}
\end{array}\right]}_{n_{i} \text { terms }}  \tag{2.236}\\
& \mathbf{B}_{i}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right] \\
& \mathbf{C}_{i}=\left[\begin{array}{llll}
r_{i n_{i}} & \cdots & r_{i 2} & r_{i 1}
\end{array}\right] \\
& \mathbf{D}=d
\end{align*}\right.
$$

or equivalently:

$$
\left\{\begin{align*}
& \mathbf{A}_{i}= \underbrace{\left[\begin{array}{cccc}
\lambda_{i} & 1 & 0 & \cdots \\
0 & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & 1 \\
0 & \cdots & 0 & \lambda_{i}
\end{array}\right]}_{n_{i} \text { terms }} \\
& \mathbf{B}_{i}= {\left[\begin{array}{c}
\left.\begin{array}{c}
\left.\frac{1}{2!} \frac{d^{2}}{d s^{2}} N_{i 2}(s)\right|_{s=\lambda_{i}} \\
\left.\frac{1}{1!} \frac{d}{d s} N_{i 2}(s)\right|_{s=\lambda_{i}} \\
\left.N_{i 2}(s)\right|_{s=\lambda_{i}}
\end{array}\right] \\
\mathbf{C}_{i}
\end{array}\right] }  \tag{2.237}\\
& \mathbf{D}=d
\end{align*}\right.
$$

## Multiple complex conjugate pair of poles on the same location

If some of the poles are complex so are the residues and so is the Jordan form. This may be inconvenient. Assume that $\lambda$ and $\bar{\lambda}$ is a complex conjugate pair of poles of $F(s)$ with multiplicity 3 :

$$
\begin{align*}
F(s)=\frac{r_{1}}{s-\lambda}+\frac{r_{2}}{(s-\lambda)^{2}}+\frac{r_{3}}{(s-\lambda)^{3}} & \\
& +\frac{\bar{r}_{1}}{s-\bar{\lambda}}+\frac{\bar{r}_{2}}{(s-\bar{\lambda})^{2}}+\frac{\bar{r}_{3}}{(s-\bar{\lambda})^{3}} \tag{2.238}
\end{align*}
$$

Let $\alpha$ be the real part of the pole $\lambda$ and $\beta$ its imaginary part:

$$
\begin{equation*}
\lambda=\alpha+j \beta \Leftrightarrow \bar{\lambda}=\alpha-j \beta \tag{2.239}
\end{equation*}
$$

Using the result of the preceding section the Jordan form of transfer function
$F(s)$ is the following:

$$
\left\{\begin{align*}
& \mathbf{A}=\left[\begin{array}{lll|lll}
\lambda & 1 & 0 & 0 & 0 & 0 \\
0 & \lambda & 1 & 0 & 0 & 0 \\
0 & 0 & \lambda & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & \bar{\lambda} & 1 & 0 \\
0 & 0 & 0 & 0 & \bar{\lambda} & 1 \\
0 & 0 & 0 & 0 & 0 & \bar{\lambda}
\end{array}\right]  \tag{2.240}\\
& \mathbf{B}=\left[\begin{array}{l}
0 \\
0 \\
1 \\
\hline 0 \\
0 \\
1
\end{array}\right] \\
& \mathbf{C}=\left[\begin{array}{llllll}
r_{3} & r_{2} & r_{1} & \bar{r}_{3} & \bar{r}_{2} & \bar{r}_{1}
\end{array}\right] \\
& \mathbf{D}=0
\end{align*}\right.
$$

It is clear that the Jordan form of transfer function $F(s)$ is complex. This complex Jordan form is rendered real by using the real part and the imaginary part of the complex state components which appear in the state vector rather than the complex state components and its conjugate. This is the same kind of trick which has been used in the section dealing with complex conjugate pair of poles. The real state matrix $\mathbf{A}_{n}$ is the following:

$$
\mathbf{A}_{n}=\left[\begin{array}{ccc}
\mathbf{J}_{a b} & \mathbb{I} & \mathbf{0}  \tag{2.241}\\
\mathbf{0} & \mathbf{J}_{a b} & \mathbb{I} \\
\mathbf{0} & \mathbf{0} & \mathbf{J}_{a b}
\end{array}\right] \text { where } \mathbf{J}_{a b}=\left[\begin{array}{cc}
\alpha & -\beta \\
\beta & \alpha
\end{array}\right]
$$

It can be seen that complex matrix $\mathbf{A}$ has the same determinant than the following real matrix $\mathbf{A}_{n}$ :

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{n}\right) \tag{2.242}
\end{equation*}
$$

### 2.4 Realization of SIMO transfer function

The acronym SIMO stands for Single-Input Multiple-Output. The transfer function $\mathbf{F}(s)$ relates the relation between the Laplace transform of the output of the system, $\underline{y}(t)$, which is a vector, and the Laplace transform of the input of the system, $u(t)$, which is a scalar as in the SISO case. Thus in that situation the transfer function becomes a vector. Let $\underline{Y}(s)=\mathcal{L}[\underline{y}(t)]$ and $U(s)=\mathcal{L}[u(t)]$. Thus we write:

$$
\begin{equation*}
\underline{Y}(s)=\mathbf{F}(s) U(s) \tag{2.243}
\end{equation*}
$$

As in the SISO case, the realization of a SIMO transfer function $\mathbf{F}(s)$ consists in finding any quadruplet $(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D})$ such that:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{2.244}
\end{equation*}
$$

We will consider in the following a SIMO system with $p$ outputs. Thus $\underline{Y}(s)$ is a vector of $p$ rows and $U(s)$ a scalar. Several kind of realizations are possible which will be presented hereafter.

### 2.4.1 Generic procedure

In the SIMO case we can always write the transfer function $\mathbf{F}(s)$ as a vector composed of $p$ transfer functions of SISO systems:

$$
\mathbf{F}(s)=\left[\begin{array}{c}
F_{1}(s)  \tag{2.245}\\
\vdots \\
F_{p}(s)
\end{array}\right]
$$

If we realize $F_{i}(s)$ by $\left(\begin{array}{c|c}\mathbf{A}_{i} & \mathbf{B}_{i} \\ \hline \mathbf{C}_{i} & d_{i}\end{array}\right)$ then one realization of $\mathbf{F}(s)$ is the following:

$$
F_{i}(s)=\left(\begin{array}{c|c}
\mathbf{A}_{i} & \mathbf{B}_{i}  \tag{2.246}\\
\hline \mathbf{C}_{i} & d_{i}
\end{array}\right) \Rightarrow \mathbf{F}(s)=\left(\begin{array}{ccc|c}
\mathbf{A}_{1} & \mathbf{0} & \cdots & \mathbf{B}_{1} \\
\mathbf{0} & \ddots & & \vdots \\
\vdots & & \mathbf{A}_{p} & \mathbf{B}_{p} \\
\hline \mathbf{C}_{1} & \mathbf{0} & \cdots & d_{1} \\
\mathbf{0} & \ddots & & \vdots \\
\vdots & & \mathbf{C}_{p} & d_{p}
\end{array}\right)
$$

To get the previous result we have to write $\mathbf{F}(s)$ as follows:

$$
\begin{align*}
\mathbf{F}(s) & =\left[\begin{array}{c}
F_{1}(s) \\
\vdots \\
F_{p}(s)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{C}_{1}\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} \mathbf{B}_{1}+d_{1} \\
\vdots \\
\mathbf{C}_{p}\left(s \mathbb{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}+d_{p}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\mathbf{C}_{1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \mathbf{C}_{p}
\end{array}\right]\left[\begin{array}{c}
\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} \mathbf{B}_{1} \\
\vdots \\
\left(s \mathbb{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}
\end{array}\right]+\left[\begin{array}{c}
d_{1} \\
\vdots \\
d_{p}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\mathbf{C}_{1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \mathbf{C}_{p}
\end{array}\right]\left[\begin{array}{cc}
\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} & \mathbf{0} \\
\mathbf{0} & \ddots \\
\vdots & \\
\mathbf{O}_{1} & \left(s \mathbb{I}-\mathbf{A}_{p}\right)-1
\end{array}\right]\left[\begin{array}{c}
\mathbf{B}_{1} \\
\vdots \\
\mathbf{B}_{p}
\end{array}\right]+\left[\begin{array}{c}
d_{1} \\
\vdots \\
d_{p}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\mathbf{C}_{1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \mathbf{C}_{p}
\end{array}\right]\left(\left[\begin{array}{ccc}
\left(s \mathbb{I}-\mathbf{A}_{1}\right) & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \left(s \mathbb{I}-\mathbf{A}_{p}\right)
\end{array}\right]\right)\left[\begin{array}{c}
\mathbf{B}_{1} \\
\vdots \\
\mathbf{B}_{p}
\end{array}\right]+\left[\begin{array}{c}
d_{1} \\
\vdots \\
d_{p}
\end{array}\right] \tag{2.247}
\end{align*}
$$

From the preceding relation we deduce the realization (2.246).
Example 2.10. Let's consider the following SIMO transfer function:

$$
\mathbf{F}(s)=\left[\begin{array}{c}
\frac{s+1}{s^{2}+6 s+9}  \tag{2.248}\\
\frac{5}{s^{2}+6 s+9}
\end{array}\right]
$$

$\mathbf{F}(s)$ is the transfer function of a system with $p=2$ outputs, which is the number of rows of $\mathbf{F}(s)$, and one input, which is the number of columns of $\mathbf{F}(s)$.

We notice that $\mathbf{F}(s)$ is a strictly proper. Consequently:

$$
\underline{d}=\left[\begin{array}{l}
0  \tag{2.249}\\
0
\end{array}\right]
$$

Then we write the transfer function $\mathbf{F}_{s p}(s):=\mathbf{F}(s)$ as the ratio between a polynomial vector $\mathbf{N}(s)$ with $p=2$ rows and a polynomial $\Psi(s)$ :

$$
\mathbf{F}(s):=\mathbf{F}_{s p}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}=\frac{\left[\begin{array}{c}
s+1  \tag{2.250}\\
5
\end{array}\right]}{s^{2}+6 s+9}
$$

A realization of transfer function $F_{1}(s)=\frac{s+1}{s^{2}+6 s+9}$ is for example the controllable canonical form:

$$
\mathbf{F}_{1}(s)=\frac{s+1}{s^{2}+6 s+9}=\left(\begin{array}{rr|r}
0 & 1 & 0  \tag{2.251}\\
-9 & -6 & 1 \\
\hline 1 & 1 & 0
\end{array}\right)
$$

Similarly a realization of transfer function $F_{2}(s)=\frac{5}{s^{2}+6 s+9}$ is for example the controllable canonical form:

$$
\mathbf{F}_{2}(s)=\frac{5}{s^{2}+6 s+9}=\left(\begin{array}{rr|r}
0 & 1 & 0  \tag{2.252}\\
-9 & -6 & 1 \\
\hline 5 & 0 & 0
\end{array}\right)
$$

Applying the generic procedure we get a realization of the SIMO transfer function $\mathbf{F}(s)$ :

$$
\mathbf{F}(s)=\left(\begin{array}{cccc|c}
0 & 1 & 0 & 0 & 0  \tag{2.253}\\
-9 & -6 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & -9 & -6 & 1 \\
\hline 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 5 & 0 & 0
\end{array}\right)
$$

### 2.4.2 Controllable canonical form

We can also write the transfer function $\mathbf{F}(s)$ as follows:

$$
\mathbf{F}(s)=\mathbf{F}_{s p}(s)+\left[\begin{array}{c}
d_{1}  \tag{2.254}\\
\vdots \\
d_{p}
\end{array}\right]=\mathbf{F}_{s p}(s)+\underline{d}
$$

where $\underline{d}$ is a constant vector and $\mathbf{F}_{s p}(s)$ a strictly proper transfer function:

$$
\left\{\begin{array}{l}
\lim _{s \rightarrow \infty} \mathbf{F}(s)=\underline{d}  \tag{2.255}\\
\lim _{s \rightarrow \infty} \mathbf{F}_{s p}(s)=\mathbf{0}
\end{array}\right.
$$

With the same argument than in the SISO case we have:

$$
\mathbf{D}=\underline{d}=\left[\begin{array}{c}
d_{1}  \tag{2.256}\\
\vdots \\
d_{p}
\end{array}\right]
$$

Then we have to find matrices $(\mathbf{A}, \mathbf{B}, \mathbf{C})$ such that:

$$
\begin{equation*}
\mathbf{F}_{s p}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \tag{2.257}
\end{equation*}
$$

To get the controllable canonical form we write the transfer function $\mathbf{F}_{s p}(s)$ as the ratio between a polynomial vector $\mathbf{N}(s)$ with $p$ rows and a polynomial $\Psi(s)$ :

$$
\mathbf{F}_{s p}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}=\frac{\left[\begin{array}{c}
N_{1}(s)  \tag{2.258}\\
\vdots \\
N_{p}(s)
\end{array}\right]}{\Psi(s)}
$$

Then we build for each SISO transfer function $N_{i}(s) / \Psi(s)$ a controllable realization ( $\mathbf{A}_{c}, \mathbf{B}_{c}, \mathbf{C}_{i}, \mathbf{0}$ ). Note that:

- Matrix $\mathbf{A}_{c}$ is common to each realization because the denominator $\Psi(s)$ of each transfer function $N_{i}(s) / \Psi(s)$ is the same. When we write $\Psi(s)$ as follows:

$$
\begin{equation*}
\Psi(s)=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{2.259}
\end{equation*}
$$

Then $\mathbf{A}_{c}$ is a $n \times n$ square matrix:

$$
\mathbf{A}_{c}=\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0  \tag{2.260}\\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]
$$

- Vector $\mathbf{B}_{c}$ is common to each realization because we use the controllable canonical form of each SISO transfer function $N_{i}(s) / \Psi(s)$. This is a vector vector with $n$ rows:

$$
\mathbf{B}_{c}=\left[\begin{array}{c}
0  \tag{2.261}\\
\vdots \\
0 \\
1
\end{array}\right]
$$

- Each vector $\mathbf{C}_{i}$ is dedicated to one output. This is a row vector with $p$ columns formed with the coefficients of polynomials $N_{i}(s)$.
Then the controllable canonical form of the SIMO transfer function $\mathbf{F}(s)$ is the following:

$$
\mathbf{F}(s)=\left(\begin{array}{c|c}
\mathbf{A}_{c} & \mathbf{B}_{c}  \tag{2.262}\\
\hline \mathbf{C}_{1} & d_{1} \\
\vdots & \vdots \\
\mathbf{C}_{p} & d_{p}
\end{array}\right)
$$

Example 2.11. Let's consider the following SIMO transfer function:

$$
\mathbf{F}(s)=\left[\begin{array}{c}
\frac{1}{s+1}  \tag{2.263}\\
\frac{2}{s+2}
\end{array}\right]
$$

$\mathbf{F}(s)$ is the transfer function of a system with $p=2$ outputs, which is the number of rows of $\mathbf{F}(s)$, and one input, which is the number of columns of $\mathbf{F}(s)$.

We notice that $\mathbf{F}(s)$ is a strictly proper. Consequently:

$$
\underline{d}=\left[\begin{array}{l}
0  \tag{2.264}\\
0
\end{array}\right]
$$

Then we write the transfer function $\mathbf{F}_{s p}(s):=\mathbf{F}(s)$ as the ratio between a polynomial vector $\mathbf{N}(s)$ with $p=2$ rows and a polynomial $\Psi(s)$ :

$$
\mathbf{F}(s):=\mathbf{F}_{s p}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}=\frac{\left[\begin{array}{c}
s+2  \tag{2.265}\\
2(s+1)
\end{array}\right]}{(s+1)(s+2)}=\frac{\left[\begin{array}{c}
s+2 \\
2(s+1)
\end{array}\right]}{s^{2}+3 s+2}
$$

Then matrix $\mathbf{A}_{c}$ of the controllable canonical form of $\mathbf{F}(s)$ is obtained thanks to the coefficients of the denominator $\Psi(s)$ whereas vector $\mathbf{B}_{c}$ is set by the controllable canonical form:

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\left[\begin{array}{cc}
0 & 1 \\
-2 & -3
\end{array}\right]  \tag{2.266}\\
\mathbf{B}_{c}=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
\end{array}\right.
$$

Vector $\mathbf{C}_{c}$ is obtained thanks to the coefficients of the polynomial vector $\mathbf{N}(s)$ :

$$
\mathbf{C}_{c}=\left[\begin{array}{ll}
2 & 1  \tag{2.267}\\
2 & 2
\end{array}\right]
$$

We finally get:

$$
\mathbf{F}(s)=\left(\begin{array}{rr|r}
0 & 1 & 0  \tag{2.268}\\
-2 & -3 & 1 \\
\hline 2 & 1 & 0 \\
2 & 2 & 0
\end{array}\right)
$$

Example 2.12. Let's consider the following SIMO transfer function:

$$
\mathbf{F}(s)=\left[\begin{array}{c}
\frac{s+1}{s^{2}+6 s+9}  \tag{2.269}\\
\frac{5}{s^{2}+6 s+9}
\end{array}\right]
$$

$\mathbf{F}(s)$ is the transfer function of a system with $p=2$ outputs, which is the number of rows of $\mathbf{F}(s)$, and one input, which is the number of columns of $\mathbf{F}(s)$.

We notice that $\mathbf{F}(s)$ is a strictly proper. Consequently:

$$
\underline{d}=\left[\begin{array}{l}
0  \tag{2.270}\\
0
\end{array}\right]
$$

Then we write the transfer function $\mathbf{F}_{s p}(s):=\mathbf{F}(s)$ as the ratio between a polynomial vector $\mathbf{N}(s)$ with $p=2$ rows and a polynomial $\Psi(s)$ :

$$
\mathbf{F}(s):=\mathbf{F}_{s p}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}=\frac{\left[\begin{array}{c}
s+1  \tag{2.271}\\
5
\end{array}\right]}{s^{2}+6 s+9}
$$

Then matrix $\mathbf{A}_{c}$ of the controllable canonical form of $\mathbf{F}(s)$ is obtained thanks to the coefficients of the denominator $\Psi(s)$ whereas vector $\mathbf{B}_{c}$ is set by the controllable canonical form:

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\left[\begin{array}{cc}
0 & 1 \\
-9 & -6
\end{array}\right]  \tag{2.272}\\
\mathbf{B}_{c}=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
\end{array}\right.
$$

Vector $\mathbf{C}_{c}$ is obtained thanks to the coefficients of the polynomial vector $\mathbf{N}(s)$

$$
\mathbf{C}_{c}=\left[\begin{array}{ll}
1 & 1  \tag{2.273}\\
5 & 0
\end{array}\right]
$$

We finally get:

$$
\mathbf{F}(s)=\left(\begin{array}{rr|r}
0 & 1 & 0  \tag{2.274}\\
-9 & -6 & 1 \\
\hline 1 & 1 & 0 \\
5 & 0 & 0
\end{array}\right)
$$

### 2.5 Realization of MIMO transfer function

The acronym MIMO stands for Multi-Input Multiple-Output.
The transfer function $\mathbf{F}(s)$ relates the relation between the Laplace transform of the output of the system, which is a vector, and the Laplace transform of the input of the system, which is also a vector in the MIMO case. Due to the fact that the output $\underline{y}(t)$ of the system and the input $\underline{u}(t)$ of the system are no more scalars but vectors it is not possible to express the ratio between $\underline{Y}(s)=\mathcal{L}[\underline{y}(t)]$ and $\underline{U}(s)=\mathcal{L}[\underline{u}(t)]$. Thus we write:

$$
\begin{equation*}
\underline{Y}(s)=\mathbf{F}(s) \underline{U}(s) \tag{2.275}
\end{equation*}
$$

We will consider in the following a MIMO system with $p$ outputs and $m$ inputs. Then $\underline{Y}(s)=\mathcal{L}[\underline{y}(t)]$ is a vector of $p$ rows, $\underline{U}(s)=\mathcal{L}[\underline{u}(t)]$ is a vector of $m$ rows and transfer function $\mathbf{F}(s)$ is a matrix with $m$ columns and $p$ rows.

As in the SIMO case, the realization of a MIMO transfer function $\mathbf{F}(s)$ consists in finding any quadruplet $(\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D})$ such that:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{2.276}
\end{equation*}
$$

### 2.5.1 Generic procedure

In the MIMO case we can always write the transfer function $\mathbf{F}(s)$ as a matrix composed of $p \times m$ transfer functions of SISO systems $F_{i j}(s)$ :

$$
\mathbf{F}(s)=\left[\begin{array}{ccc}
F_{11}(s) & \cdots & F_{1 m}(s)  \tag{2.277}\\
\vdots & & \vdots \\
F_{p 1}(s) & \cdots & F_{p m}(s)
\end{array}\right]
$$

The transfer function $\mathbf{F}(s)$ can be written as the sum of SIMO systems:

$$
\begin{align*}
& \mathbf{F}(s)=\left[\begin{array}{c}
F_{11}(s) \\
\vdots \\
F_{p 1}(s)
\end{array}\right]\left[\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right]+ \\
& \cdots+\left[\begin{array}{c}
F_{1 m}(s) \\
\vdots \\
F_{p m}(s)
\end{array}\right]\left[\begin{array}{llll}
0 & \cdots & 0 & 1
\end{array}\right] \tag{2.278}
\end{align*}
$$

That is:

$$
\left.\begin{array}{rl}
\mathbf{F}(s) & =\mathbf{F}_{1}(s)\left[\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right]+\cdots+\mathbf{F}_{m}(s)\left[\begin{array}{lll}
0 & \cdots & 0
\end{array} 1\right.
\end{array}\right]
$$

If we realize the SIMO system $\mathbf{F}_{i}(s)=\left[\begin{array}{c}F_{1 i}(s) \\ \vdots \\ F_{p i}(s)\end{array}\right]$ in the $i^{\text {th }}$ column of $\mathbf{F}(s)$ by $\left(\begin{array}{c|c}\mathbf{A}_{i} & \mathbf{B}_{i} \\ \hline \mathbf{C}_{i} & \mathbf{D}_{i}\end{array}\right)$ then one realization of transfer function $\mathbf{F}(s)$ is the following:

$$
\begin{align*}
\mathbf{F}_{i}(s)=\left[\begin{array}{c}
F_{1 i}(s) \\
\vdots \\
F_{p i}(s)
\end{array}\right]= & \left(\begin{array}{c|c}
\mathbf{A}_{i} & \mathbf{B}_{i} \\
\hline \mathbf{C}_{i} & \mathbf{D}_{i}
\end{array}\right) \\
& \Rightarrow \mathbf{F}(s)=\left(\begin{array}{ccc|ccc}
\mathbf{A}_{1} & \mathbf{0} & \cdots & \mathbf{B}_{1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & & \mathbf{0} & \ddots & \\
\vdots & & \mathbf{A}_{m} & \vdots & & \mathbf{B}_{m} \\
\hline \mathbf{C}_{1} & \cdots & \mathbf{C}_{m} & \mathbf{D}_{1} & \cdots & \mathbf{D}_{m}
\end{array}\right) \tag{2.280}
\end{align*}
$$

The state-space representation of each SIMO transfer function $\mathbf{F}_{i}(s)$ can be obtained thanks to the controllable canonical form (2.262). The achieved state-space representation is block diagonal but is not necessarily minimal (see section 2.6).

To get this result we use the same kind of demonstration than the one which has been to obtain the generic procedure seen in Equation (2.246). Indeed:

$$
\begin{align*}
& \mathbf{F}(s)=\mathbf{F}_{1}(s)\left[\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right]+\cdots+\mathbf{F}_{m}(s)\left[\begin{array}{llll}
0 & \cdots & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{lll}
\mathbf{F}_{1}(s) & \cdots & \mathbf{F}_{m}(s)
\end{array}\right] \\
& =\left[\begin{array}{lll}
\mathbf{C}_{1}\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} \mathbf{B}_{1}+\mathbf{D}_{1} & \cdots & \mathbf{C}_{m}\left(s \mathbb{I}-\mathbf{A}_{m}\right)^{-1} \mathbf{B}_{m}+\mathbf{D}_{m}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\mathbf{C}_{1} & \cdots & \mathbf{C}_{m}
\end{array}\right]\left[\begin{array}{ccc}
\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} \mathbf{B}_{1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \left(s \mathbb{I}-\mathbf{A}_{m}\right)^{-1} \mathbf{B}_{m}
\end{array}\right]+\left[\begin{array}{lll}
\mathbf{D}_{1} & \cdots & \mathbf{D}_{m}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\mathbf{C}_{1} & \cdots & \mathbf{C}_{m}
\end{array}\right]\left[\begin{array}{ccc}
\left(s \mathbb{I}-\mathbf{A}_{1}\right)^{-1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \left(s \mathbb{I}-\mathbf{A}_{m}\right)^{-1}
\end{array}\right]\left[\begin{array}{ccc}
\mathbf{B}_{1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \mathbf{B}_{m}
\end{array}\right] \\
& \left.=\left[\begin{array}{lll}
\mathbf{C}_{1} & \cdots & \mathbf{C}_{m}
\end{array}\right]\left(\left[\begin{array}{ccc}
\left(s \mathbb{I}-\mathbf{A}_{1}\right) & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \left(s \mathbb{I}-\mathbf{A}_{m}\right)
\end{array}\right]\right)^{-1}\left[\begin{array}{ccc}
\mathbf{D}_{1} & \cdots & \mathbf{D}_{m}
\end{array}\right] \begin{array}{ccc}
\mathbf{B}_{1} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \\
\vdots & & \mathbf{B}_{m}
\end{array}\right] \tag{2.281}
\end{align*}
$$

### 2.5.2 Controllable canonical form

In the MIMO case, transfer function $\mathbf{F}(s)$ can always be expanded as follows where $p \times m$ constant matrices $\mathbf{C}_{i}, i=1, \cdots, n-1$ and $\mathbf{D}$ are of the same size than transfer function $\mathbf{F}(s)$ with $m$ inputs and $p$ outputs:

$$
\begin{equation*}
\mathbf{F}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}+\mathbf{D}=\frac{\mathbf{C}_{n-1} s^{n-1}+\cdots+\mathbf{C}_{1} s+\mathbf{C}_{0}}{1 \times s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0}}+\mathbf{D} \tag{2.282}
\end{equation*}
$$

Following the same procedure than in the SISO case, and by denoting $\mathbb{I}_{m}$ the identity matrix of dimension $m$, the controllable canonical form of $\mathbf{F}(s)$ reads:

$$
\mathbf{F}(s)=\left(\begin{array}{c|c}
\mathbf{A}_{c} & \mathbf{B}_{c}  \tag{2.283}\\
\hline \mathbf{C}_{c} & \mathbf{D}
\end{array}\right)
$$

where:

$$
\begin{align*}
& \mathbf{A}_{c}=\left[\begin{array}{ccccc}
\mathbf{0} & \mathbb{I}_{m} & \mathbf{0} & & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbb{I}_{m} & \ddots & \mathbf{0} \\
& & \ddots & \ddots & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & & \mathbb{I}_{m} \\
-a_{0} \mathbb{I}_{m} & -a_{1} \mathbb{I}_{m} & -a_{2} \mathbb{I}_{m} & \cdots & -a_{n-1} \mathbb{I}_{m}
\end{array}\right] \\
& \mathbf{B}_{c}=\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
\vdots \\
\mathbf{0} \\
\mathbb{I}_{m}
\end{array}\right]  \tag{2.284}\\
& \mathbf{C}_{c}=\left[\begin{array}{lllll}
\mathbf{C}_{0} & \mathbf{C}_{1} & \cdots & \mathbf{C}_{n-2} & \mathbf{C}_{n-1}
\end{array}\right] \\
& \mathbf{D}=\lim _{s \rightarrow \infty} \mathbf{F}(s)
\end{align*}
$$

Example 2.13. Let's consider the following transfer function:

$$
\mathbf{F}(s)=\left[\begin{array}{ll}
\frac{2}{s+2} & \frac{s+1}{s+3}  \tag{2.285}\\
\frac{1}{s+2} & \frac{5}{s+2}
\end{array}\right]
$$

Let's decompose $\mathbf{F}(s)$ as follows:

$$
\begin{align*}
\mathbf{F}(s) & =\left[\begin{array}{ll}
\frac{2}{s+2} & \frac{-2}{s+3} \\
\frac{1}{s+2} & \frac{5}{s+2}
\end{array}\right]+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \\
& =\frac{\left[\begin{array}{cc}
2(s+3) & -2(s+2) \\
s+3 & 5(s+3)
\end{array}\right]}{(s+2)(s+3)}+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]  \tag{2.286}\\
& =\frac{\left[\begin{array}{cc}
2 & -2 \\
1 & 5
\end{array}\right] s+\left[\begin{array}{cc}
6 & -4 \\
3 & 15
\end{array}\right]}{s^{2}+5 s+6}+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
\end{align*}
$$

The system described by transfer function $\mathbf{F}(s)$ has $m=2$ inputs. Using (2.284) leads to the following controllable canonical realization of $\mathbf{F}(s)$ :

$$
\left[\begin{array}{c}
\underline{\dot{x}}(t)  \tag{2.287}\\
\hline y(t)
\end{array}\right]=\left[\begin{array}{c|c}
\mathbf{A}_{c} & \mathbf{B}_{c} \\
\hline \mathbf{C}_{c} & \mathbf{D}
\end{array}\right]\left[\begin{array}{l}
\underline{x}(t) \\
\hline \underline{u}(t)
\end{array}\right]
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\left[\begin{array}{cc:cc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\hdashline-6 & 0 & -\overline{5} & 0 \\
0 & -6 & 0 & -5
\end{array}\right] \\
\mathbf{B}_{c}=\left[\begin{array}{cc}
0 & 0 \\
0 & 0 \\
\hdashline 1 & 0 \\
0 & 1
\end{array}\right]  \tag{2.288}\\
\mathbf{C}_{c}=\left[\begin{array}{cc:cc}
6 & -4 & 2 & -2 \\
3 & 15 & 1 & 5
\end{array}\right] \\
\mathbf{D}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
\end{array}\right.
$$

This result can be checked by using Equation (2.1).

### 2.5.3 Observable canonical form

The observable canonical form $\left(\begin{array}{c|c}\mathbf{A}_{o} & \mathbf{B}_{o} \\ \hline \mathbf{C}_{o} & \mathbf{D}_{o}\end{array}\right)$ of $\mathbf{F}(s)$ can be obtained by computing the transpose of the controllable canonical form of its transpose, that is the transpose of the controllable canonical form of $\mathbf{F}^{T}(s)$ :

$$
\begin{align*}
& \mathbf{F}^{T}(s)=\mathbf{C}_{c}\left(s \mathbb{I}-\mathbf{A}_{c}\right)^{-1} \mathbf{B}_{c}+\mathbf{D}:=\left(\begin{array}{c|c}
\mathbf{A}_{c} & \mathbf{B}_{c} \\
\hline \mathbf{C}_{c} & \mathbf{D}
\end{array}\right) \\
& \Rightarrow \mathbf{F}(s)=\mathbf{B}_{c}^{T}\left(s \mathbb{I}-\mathbf{A}_{c}^{T}\right)^{-1} \mathbf{C}_{c}^{T}+\mathbf{D}^{T}=\left(\begin{array}{c|c|c}
\mathbf{A}_{c}^{T} & \mathbf{C}_{c}^{T} \\
\hline \mathbf{B}_{c}^{T} & \mathbf{D}^{T}
\end{array}\right):=\left(\begin{array}{l|l}
\mathbf{A}_{o} & \mathbf{B}_{o} \\
\hline \mathbf{C}_{o} & \mathbf{D}_{o}
\end{array}\right) \tag{2.289}
\end{align*}
$$

### 2.5.4 Diagonal (or modal) form

As in the SIMO case we expand $\mathbf{F}(s)$ as follows:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{s p}(s)+\mathbf{D} \tag{2.290}
\end{equation*}
$$

where $\mathbf{D}$ is a constant matrix and $\mathbf{F}_{s p}(s)$ a strictly proper transfer function:

$$
\left\{\begin{array}{l}
\lim _{s \rightarrow \infty} \mathbf{F}(s)=\mathbf{D}  \tag{2.291}\\
\lim _{s \rightarrow \infty} \mathbf{F}_{s p}(s)=\mathbf{0}
\end{array}\right.
$$

Then we have to find matrices $(\mathbf{A}, \mathbf{B}, \mathbf{C})$ such that:

$$
\begin{equation*}
\mathbf{F}_{s p}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \tag{2.292}
\end{equation*}
$$

To get the diagonal (or modal) form we write the transfer function $\mathbf{F}_{s p}(s)$ as the sum between rational functions. Let $\lambda_{1}, \cdots, \lambda_{r}$ be the $r$ distinct roots
of $\Psi(s)$ and $n_{i}$ the multiplicity of root $\lambda_{i}$. Then we get the following partial fraction expansion of $\mathbf{F}_{s p}(s)$ where matrices $\mathbf{R}_{i j}$ are constant:

$$
\begin{equation*}
\mathbf{F}_{s p}(s)=\sum_{i} \sum_{j=1}^{n_{i}} \frac{\mathbf{R}_{i j}}{\left(s-\lambda_{i}\right)^{j}} \tag{2.293}
\end{equation*}
$$

The diagonal (or modal) form of the MIMO transfer function $\mathbf{F}(s)$ is the following:

$$
\mathbf{F}(s)=\left(\begin{array}{rrr|r}
\mathbf{J}_{1} & \mathbf{0} & \cdots & \mathbf{B}_{1}  \tag{2.294}\\
\mathbf{0} & \ddots & & \vdots \\
\vdots & & \mathbf{J}_{r} & \mathbf{B}_{r} \\
\hline \mathbf{C}_{1} & \cdots & \mathbf{C}_{r} & \mathbf{D}
\end{array}\right)
$$

Denoting by $n_{i}$ the multiplicity of the root $\lambda_{i}, m$ the number of inputs of the system and $\mathbb{I}_{m}$ the identity matrix of size $m \times m$, matrices $\mathbf{J}_{i}, \mathbf{B}_{i}$ and $\mathbf{C}_{i}$ are defined as follows:

- The Jordan matrix $\mathbf{J}_{i}$ is a $\left(m \times n_{i}\right) \times\left(m \times n_{i}\right)$ matrix with the following expression:

$$
\mathbf{J}_{i}=\underbrace{\left[\begin{array}{cccc}
\lambda_{i} \mathbb{I}_{m} & \mathbb{I}_{m} & \mathbf{0} & \cdots  \tag{2.295}\\
\mathbf{0} & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \mathbb{I}_{m} \\
\mathbf{0} & \cdots & \mathbf{0} & \lambda_{i} \mathbb{I}_{m}
\end{array}\right]}_{n_{i} \text { termes } \lambda_{i} \mathbb{I}_{m}}
$$

It is worth noticing that matrix $\left(s \mathbb{I}-\mathbf{J}_{i}\right)^{-1}$ reads:

$$
\left(s \mathbb{I}-\mathbf{J}_{i}\right)^{-1}=\left[\begin{array}{cccc}
\left(s-\lambda_{i}\right)^{-1} \mathbb{I}_{m} & \left(s-\lambda_{i}\right)^{-2} \mathbb{I}_{m} & \cdots & \left(s-\lambda_{i}\right)^{-n_{i}} \mathbb{I}_{m}  \tag{2.296}\\
\mathbf{0} & \left(s-\lambda_{i}\right)^{-1} \mathbb{I}_{m} & \ddots & \left(s-\lambda_{i}\right)^{-n_{i}+1} \mathbb{I}_{m} \\
\vdots & \ddots & \ddots & \ddots \\
\mathbf{0} & \cdots & \mathbf{0} & \left(s-\lambda_{i}\right)^{-1} \mathbb{I}_{m}
\end{array}\right]
$$

$-\mathbf{B}_{i}$ is a $\left(m \times n_{i}\right) \times m$ matrix:

$$
\mathbf{B}_{i}=\left[\begin{array}{c}
\mathbf{0}  \tag{2.297}\\
\vdots \\
\mathbf{0} \\
\mathbb{I}_{m}
\end{array}\right]
$$

$-\mathbf{C}_{i}$ is a $p \times\left(m \times n_{i}\right)$ matrix:

$$
\mathbf{C}_{i}=\left[\begin{array}{llll}
\mathbf{R}_{i n_{i}} & \cdots & \mathbf{R}_{i 2} & \mathbf{R}_{i 1} \tag{2.298}
\end{array}\right]
$$

An alternative diagonal (or modal) form also exists. To get it first let's focus on the realization of the following $p \times m$ transfer function $\mathbf{F}_{i}(s)$ with a pole $\lambda$ of multiplicity $i$ :

$$
\mathbf{F}_{i}(s)=\frac{\left[\begin{array}{cc}
\mathbb{I}_{\rho_{i}} & \mathbf{0}_{\rho_{i} \times\left(m-\rho_{i}\right)}  \tag{2.299}\\
\mathbf{0}_{\left(p-\rho_{i}\right) \times \rho_{i}} & \mathbf{0}_{\left(p-\rho_{i}\right) \times\left(m-\rho_{i}\right)}
\end{array}\right]}{(s-\lambda)^{i}}
$$

where $\mathbb{I}_{\rho_{i}}$ is the identity matrix of dimension $\rho_{i}$ and $\mathbf{0}_{p \times m}$ the null matrix with $p$ rows and $m$ columns.

Then we recall the inverse of the following $n \times n$ bidiagonal matrix:

$$
\mathbf{L}=\left[\begin{array}{cccc}
\lambda & -1 & & 0  \tag{2.300}\\
& \lambda & \ddots & \\
& & \ddots & -1 \\
0 & & & \lambda
\end{array}\right] \Rightarrow \mathbf{L}^{-1}=\left[\begin{array}{cccc}
\lambda^{-1} & \lambda^{-2} & \cdots & \lambda^{-n} \\
& \lambda^{-1} & \ddots & \\
& & \ddots & \lambda^{-2} \\
0 & & & \lambda^{-1}
\end{array}\right]
$$

The alternative diagonal (or modal) form of $\mathbf{F}_{i}(s)$ is then the following ${ }^{2}$ :

$$
\left.\mathbf{F}_{i}(s)=\left(\begin{array}{c|}
\mathbf{A}_{i}  \tag{2.301}\\
{\left[\begin{array}{cc}
\mathbf{C}_{i} \\
\mathbf{0}_{\left(p-\rho_{i}\right) \times n \rho_{i}}
\end{array}\right]}
\end{array} \begin{array}{ll}
\mathbf{B}_{i} & \mathbf{0}_{n \rho_{i} \times\left(m-\rho_{i}\right)}
\end{array}\right]\right)
$$

where $\mathbf{A}_{i}$ is a $\left(n \times \rho_{i}\right) \times\left(n \times \rho_{i}\right)$ square matrix, $\mathbf{B}_{i}^{T}$ (the transpose of $\left.\mathbf{B}_{i}\right)$ a $\rho_{i} \times\left(n \times \rho_{i}\right)$ matrix whose $\rho_{i}$ rows are built from row vector $\underbrace{\begin{array}{llll}\begin{array}{lll}0 & 0 & \cdots\end{array} \\ 1\end{array}}_{n \text { terms }}$ and

[^8]$\mathbf{C}_{i}$ a $\rho_{i} \times\left(n \times \rho_{i}\right)$ matrix whose $\rho_{i}$ rows are built from row vector $\underbrace{\begin{array}{llll}1 \quad 0 & \cdots & 0\end{array}}_{n \text { terms }}$ :

$$
\begin{align*}
& \mathbf{A}_{i}=\underbrace{\left[\begin{array}{ccc}
\mathbf{J}_{i} & \mathbf{0} & \cdots \\
\mathbf{0} & \ddots & \ddots \\
\vdots & \ddots & \mathbf{J}_{i}
\end{array}\right]}_{\rho_{i} \text { terms }} \text { where } \mathbf{J}_{i}=\underbrace{\left[\begin{array}{cccc}
\lambda & 1 & 0 & \cdots \\
0 & \ddots & \ddots & \ddots \\
& \ddots & & 1 \\
0 & & 0 & \lambda
\end{array}\right]}_{n \text { terms }} \\
& \mathbf{B}_{i}^{T}=\left[\begin{array}{ccccc}
\underbrace{\begin{array}{llll}
0 & 0 & \cdots & 1
\end{array}}_{n \text { terms }} & \mathbf{0}_{1 \times n} & \cdots & \\
& & \ddots & \\
& \mathbf{0}_{1 \times n} & \cdots & & \underbrace{\begin{array}{lll}
\begin{array}{lll}
0 & 0 & \cdots
\end{array} \\
& &
\end{array}}_{n \text { terms }}]
\end{array}\right] \rho_{i} \text { terms } \\
& \left.\mathbf{C}_{i}=\left[\begin{array}{ccccc}
\underbrace{\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}}_{n \text { terms }} & \mathbf{0}_{1 \times n} & \cdots & & \\
& & \ddots & \ddots & \\
\mathbf{0}_{1 \times n} & \cdots & & \underbrace{\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}}_{n \text { terms }}
\end{array}\right]\right\} \rho_{i} \text { terms } \tag{2.302}
\end{align*}
$$

Now let's consider the following transfer function $\mathbf{F}_{i}(s)$ where $\mathbf{N}_{i 1}$ is a constant $p \times \rho_{i}$ matrix, $\mathbf{N}_{i 2}$ a constant $\rho_{i} \times m$ matrix and $\mathbf{N}_{i 1} \mathbf{N}_{i 2}$ is a $p \times m$ constant matrix of rank $\rho_{i}$ :

$$
\begin{equation*}
\mathbf{F}_{i}(s)=\frac{\mathbf{N}_{i 1} \mathbf{N}_{i 2}}{(s-\lambda)^{i}}=\frac{\mathbf{N}_{i 1} \mathbb{I}_{\rho_{i}} \mathbf{N}_{i 2}}{(s-\lambda)^{i}} \quad \text { where } \quad \operatorname{rank}\left(\mathbf{N}_{i 1} \mathbf{N}_{i 2}\right)=\rho_{i} \tag{2.303}
\end{equation*}
$$

From the preceding realization it is clear that the alternative diagonal (or modal) form of $\mathbf{F}_{i}(s)$ is the following:

$$
\mathbf{F}_{i}(s)=\left(\begin{array}{c|c}
\mathbf{A}_{i} & \mathbf{B}_{i} \mathbf{N}_{i 2}  \tag{2.304}\\
\hline \mathbf{N}_{i 1} \mathbf{C}_{i} & \mathbf{0}_{p \times m}
\end{array}\right)
$$

Finally let's consider a $p \times m$ transfer function $\mathbf{F}(s)$ which has pole $\lambda$ with multiplicity $n$ and where $\mathbf{R}(s)$ is a matrix of polynomial of degree strictly lower than $n$. The partial fraction expansion of $\mathbf{F}(s)$ reads:

$$
\begin{align*}
\mathbf{F}(s) & =\frac{\mathbf{R}(s)}{(s-\lambda)^{n}} \\
& =\frac{\mathbf{R}_{1}}{s-\lambda}+\frac{\mathbf{R}_{2}}{(s-\lambda)^{2}}+\cdots+\frac{\mathbf{R}_{n}}{(s-\lambda)^{n}}  \tag{2.305}\\
& =\sum^{n} \mathbf{R}_{i}
\end{align*}
$$

Constant matrices $\mathbf{R}_{i}$ are defined by:

$$
\begin{equation*}
\mathbf{R}_{i}=\left.\frac{1}{(n-i)!} \frac{d^{n-i}}{d s^{n-i}}(s-\lambda)^{n} \mathbf{F}(s)\right|_{s=\lambda} \tag{2.306}
\end{equation*}
$$

Let $\rho_{i}$ be the rank of constant matrix $\mathbf{R}_{i}$ :

$$
\begin{equation*}
\rho_{i}=\operatorname{rank}\left(\mathbf{R}_{i}\right) \tag{2.307}
\end{equation*}
$$

Each term $\mathbf{R}_{i}$ can be expanded as a product of two constant matrices $\mathbf{N}_{i 1}$ and $\mathbf{N}_{i 2}$ where $\mathbf{N}_{i 1}$ is a $p \times \rho_{i}$ matrix and $\mathbf{N}_{i 2}$ a $\rho_{i} \times m$ matrix:

$$
\begin{equation*}
\mathbf{R}_{i}=\mathbf{N}_{i 1} \mathbf{N}_{i 2}=\mathbf{N}_{i 1} \mathbb{I}_{\rho_{i}} \mathbf{N}_{i 2} \tag{2.308}
\end{equation*}
$$

Then the alternative diagonal (or modal) form of the MIMO transfer function $\mathbf{F}(s)$ is the following:

$$
\mathbf{F}(s)=\sum_{i=1}^{n} \mathbf{F}_{i}(s)+\mathbf{D}=\left(\begin{array}{ccc|c}
\mathbf{A}_{1} & \mathbf{0} & \cdots & \mathbf{B}_{1} \mathbf{N}_{12}  \tag{2.309}\\
\mathbf{0} & \ddots & & \vdots \\
\vdots & & \mathbf{A}_{n} & \mathbf{B}_{n} \mathbf{N}_{n 2} \\
\hline \mathbf{N}_{11} \mathbf{C}_{1} & \cdots & \mathbf{N}_{n 1} \mathbf{C}_{n} & \mathbf{D}
\end{array}\right)
$$

This diagonal (or modal) form of $\mathbf{F}(s)$ is in general not minimal (see section 2.6).

### 2.6 Minimal realization

### 2.6.1 System's dimension

Let's start with an example and consider the following transfer functions:

$$
\left\{\begin{array}{l}
F_{1}(s)=\frac{1}{s+1}  \tag{2.310}\\
F_{2}(s)=\frac{s+2}{s^{2}+3 s+2}
\end{array}\right.
$$

From the preceding sections it can be seen that the controllable canonical form of transfer functions $F_{1}(s)$ and $F_{2}(s)$ are the following:

$$
\left\{\begin{array}{l}
F_{1}(s)=\left(\begin{array}{l|l}
\mathbf{A}_{1} & \mathbf{B}_{1} \\
\hline \mathbf{C}_{1} & \mathbf{D}_{1}
\end{array}\right)=\left(\begin{array}{c|c}
-1 & 1 \\
\hline 1 & 0
\end{array}\right)  \tag{2.311}\\
F_{2}(s)=\left(\begin{array}{l|l}
\mathbf{A}_{2} & \mathbf{B}_{2} \\
\hline \mathbf{C}_{2} & \mathbf{D}_{2}
\end{array}\right)=\left(\begin{array}{cc|c}
0 & 1 & 0 \\
-2 & -3 & 1 \\
\hline 2 & 1 & 0
\end{array}\right)
\end{array}\right.
$$

It is clear that the dimension of state matrix $\mathbf{A}_{1}$ is 1 and the dimension of state matrix $\mathbf{A}_{2}$ is 2 .

On the other hand it can be seen that the poles of transfer function $F_{2}(s)$ are -1 and -2 :

$$
\begin{equation*}
s^{2}+3 s+2=(s+1)(s+2) \tag{2.312}
\end{equation*}
$$

Consequently $F_{2}(s)$ reads:

$$
\begin{equation*}
F_{2}(s)=\frac{s+2}{s^{2}+3 s+2}=\frac{s+2}{(s+1)(s+2)}=\frac{1}{s+1} \tag{2.313}
\end{equation*}
$$

Thus we finally get:

$$
\begin{equation*}
F_{2}(s)=F_{1}(s) \tag{2.314}
\end{equation*}
$$

Despite the fact that $F_{2}(s)=F_{1}(s)$ we have obtained two realizations with different size of the state matrix. This usually appears when pole-zero cancellation appears in the transfer function.

The order of a realization is the size of state matrix A. So in that example the order of the realization of $F_{2}(s)$ is greater than the order of the realization of $F_{1}(s)$.

This example can be extended to the general case where the dimension of the state matrix $\mathbf{A}$ corresponding to the same transfer function $\mathbf{F}(s)$ may vary. We said that a realization of a transfer function $\mathbf{F}(s)$ is minimal if there exists no realization of lesser order whose transfer function is $\mathbf{F}(s)$.

For SISO systems it can be proven that a realization of transfer function $\mathbf{F}(s)$ is minimal if and only if the two polynomials $\mathbf{C} \operatorname{adj}(s \mathbb{I}-\mathbf{A}) \mathbf{B}$ and $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ are coprime.

For MIMO systems it can be proven that a realization of transfer function $\mathbf{F}(s)$ is minimal if and only if the characteristic polynomial of matrix $\mathbf{A}$ is equal to the Least Common Multiple (LCM), or Greatest Common Factor (GCF), of the denominators of all possible non zero minors (of all sizes) in $\mathbf{F}(s)^{3}$.

We recall that minors or order $k$ are the determinants of square sub-matrices of dimension $k$. More precisely if $\mathbf{F}(s)$ is a $p \times m$ matrix then the minors of order $k$ are obtained by computing the determinant of all the square $k \times k$ sub-matrices where $p-k$ rows and $m-k$ columns of $\mathbf{F}(s)$ have been deleted.

To find the Least Common Multiple (LCM) of two polynomials simply factor each of the two polynomials completely. Then take the product of all factors (common and not common), every factor being affected with its greatest exponent. Finally multiply the obtained polynomial by a constant to obtain a monic polynomial.

Let $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ be a minimal realization of a transfer function $\mathbf{F}(s)$. Then the eigenvalues of $\mathbf{A}$ are identical to the poles of $\mathbf{F}(s)$. If the realization is not minimal then the poles of $\mathbf{F}(s)$ are a subset of the eigenvalues of $\mathbf{A}$. It can be proven that Gilbert's diagonal realization is a minimal realization.

Example 2.14. Let's consider the following transfer function:

$$
\mathbf{F}(s)=\left[\begin{array}{ll}
\frac{1}{s+1} & \frac{1}{s+2}  \tag{2.315}\\
\frac{2}{s+1} & \frac{3}{s+1}
\end{array}\right]
$$

A first realization of $\mathbf{F}(s)$ is obtained by writing a realization of each SISO

[^9]transfer function:
\[

\mathbf{F}(s)=\left($$
\begin{array}{cccc|cc}
-1 & & & & 1 & 0  \tag{2.316}\\
& -1 & & & 2 & 0 \\
& & -2 & & 0 & 1 \\
& & & -1 & 0 & 3 \\
\hline 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0
\end{array}
$$\right)
\]

The characteristic polynomial of state matrix $\mathbf{A}$ is:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=(s+1)^{3}(s+2) \tag{2.317}
\end{equation*}
$$

Whereas the Least Common Multiple (LCM) of the denominators of all possible non zero minors (of all sizes) in $\mathbf{F}(s)$ is the following:

$$
\left\{\begin{array}{l}
\operatorname{den}\left(m_{11}(s)\right)=s+1  \tag{2.318}\\
\operatorname{den}\left(m_{12}(s)\right)=s+2 \\
\operatorname{den}\left(m_{21}(s)\right)=s+1 \\
\operatorname{den}\left(m_{22}(s)\right)=s+1 \\
\operatorname{den}(\mathbf{F}(s))=(s+1)^{2}(s+2)
\end{array} \quad \Rightarrow L C M=(s+1)^{2}(s+2)\right.
$$

As far as $\operatorname{det}(s \mathbb{I}-\mathbf{A}) \neq L C M$ we conclude that the realization is not minimal. Furthermore the characteristic polynomial of any state matrix of a minimal realization shall be the $L C M$, that is here $(s+1)^{2}(s+2)$.

An other realization of $\mathbf{F}(s)$ can be obtained by writing $\mathbf{F}(s)$ in diagonal (or modal) form as explained in section 2.5.4:

$$
\begin{align*}
& \mathbf{F}(s)=\frac{1}{s+1}\left[\begin{array}{l}
1 \\
2
\end{array}\right]\left[\begin{array}{ll}
1 & 0
\end{array}\right]+\frac{1}{s+1}\left[\begin{array}{l}
0 \\
3
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right] \\
&+\frac{1}{s+2}\left[\begin{array}{l}
1 \\
0
\end{array}\right]\left[\begin{array}{ll}
0 & 1
\end{array}\right] \tag{2.319}
\end{align*}
$$

Then we get:

$$
\mathbf{F}(s)=\left(\begin{array}{ccc|cc}
-1 & & & 1 & 0  \tag{2.320}\\
& -1 & & 0 & 1 \\
& & -2 & 0 & 1 \\
\hline 1 & 0 & 1 & 0 & 0 \\
2 & 3 & 0 & 0 & 0
\end{array}\right)
$$

Because $\mathbf{F}(s)$ has distinct roots we can also use for this example Gilbert's realization as explained in section 2.6.2:

$$
\mathbf{F}(s)=\frac{1}{s+1} \mathbf{R}_{1}+\frac{1}{s+2} \mathbf{R}_{2}=\frac{1}{s+1}\left[\begin{array}{ll}
1 & 0  \tag{2.321}\\
2 & 3
\end{array}\right]+\frac{1}{s+2}\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

- The rank of matrix $\mathbf{R}_{1}=\left[\begin{array}{ll}1 & 0 \\ 2 & 3\end{array}\right]$ is $\rho_{1}=2$. Thus we write $\mathbf{R}_{1}=\mathbf{C}_{1} \mathbf{B}_{1}$ where $\mathbf{C}_{1}$ is a $p \times \rho_{1}=2 \times 2$ matrix and $\mathbf{B}_{1}$ is a $\rho_{1} \times m=2 \times 2$ matrix.

We choose for example:

$$
\left\{\begin{array}{l}
\mathbf{C}_{1}=\mathbf{R}_{1}=\left[\begin{array}{ll}
1 & 0 \\
2 & 3
\end{array}\right]  \tag{2.322}\\
\mathbf{B}_{1}=\mathbb{I}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
\end{array}\right.
$$

- The rank of matrix $\mathbf{R}_{2}=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ is $\rho_{2}=1$. Thus we write $\mathbf{R}_{2}=\mathbf{C}_{2} \mathbf{B}_{2}$ where $\mathbf{C}_{2}$ is a $p \times \rho_{2}=2 \times 1$ matrix and $\mathbf{B}_{2}$ is a $\rho_{2} \times m=1 \times 2$ matrix. We choose for example:

$$
\left\{\begin{array}{l}
\mathbf{C}_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right]  \tag{2.323}\\
\mathbf{B}_{2}=\mathbb{I}=\left[\begin{array}{ll}
0 & 1
\end{array}\right]
\end{array}\right.
$$

Then we get:

$$
\mathbf{F}(s)=\left(\begin{array}{cc|c}
\boldsymbol{\Lambda}_{1} & 0 & \mathbf{B}_{1}  \tag{2.324}\\
\mathbf{0} & \lambda_{2} & \mathbf{B}_{2} \\
\hline \mathbf{C}_{1} & \mathbf{C}_{2} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{ccc|cc}
-1 & & & 1 & 0 \\
& -1 & & 0 & 1 \\
& & -2 & 0 & 1 \\
\hline 1 & 0 & 1 & 0 & 0 \\
2 & 3 & 0 & 0 & 0
\end{array}\right)
$$

For this example we get the same realization than (2.320).
With this realization we have $\operatorname{det}(s \mathbb{I}-\mathbf{A})=L C M=(s+1)^{2}(s+2)$. Thus we conclude that this realization is minimal.

### 2.6.2 Gilbert's minimal realization

Let's write the $p \times m$ transfer function $\mathbf{F}(s)$ as follows:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{s p}(s)+\mathbf{D} \tag{2.325}
\end{equation*}
$$

where $\mathbf{D}$ is a constant matrix and $\mathbf{F}_{s p}(s)$ a strictly proper transfer function:

$$
\left\{\begin{array}{l}
\lim _{s \rightarrow \infty} \mathbf{F}(s)=\mathbf{D}  \tag{2.326}\\
\lim _{s \rightarrow \infty} \mathbf{F}_{s p}(s)=\mathbf{0}
\end{array}\right.
$$

We consider in that section MIMO systems in which the denominator polynomial of the strictly proper transfer function $\mathbf{F}_{s p}(s)$ has distinct roots:

$$
\begin{equation*}
\mathbf{F}_{s p}(s)=\sum_{i} \frac{\mathbf{R}_{i}}{s-\lambda_{i}} \tag{2.327}
\end{equation*}
$$

The residue $\mathbf{R}_{i}$ can be obtained as:

$$
\begin{equation*}
\mathbf{R}_{i}=\lim _{s \rightarrow \lambda_{i}}\left(s-\lambda_{i}\right) \mathbf{F}_{s p}(s)=\lim _{s \rightarrow \lambda_{i}}\left(s-\lambda_{i}\right) \mathbf{F}(s) \tag{2.328}
\end{equation*}
$$

Now let $\rho_{i}$ be the rank of $\mathbf{R}_{i}$ :

$$
\begin{equation*}
\rho_{i}=\operatorname{rank}\left(\mathbf{R}_{i}\right) \tag{2.329}
\end{equation*}
$$

and write $\mathbf{R}_{i}$ as follows where $\mathbf{C}_{i}$ is a $p \times \rho_{i}$ constant matrix and $\mathbf{B}_{i}$ a $\rho_{i} \times m$ constant matrix:

$$
\begin{equation*}
\mathbf{R}_{i}=\mathbf{C}_{i} \mathbf{B}_{i} \tag{2.330}
\end{equation*}
$$

Then a realization of the transfer function $\mathbf{F}(s)$ is the following ${ }^{4}$ :

$$
\mathbf{F}(s)=\left(\begin{array}{ccc|c}
\boldsymbol{\Lambda}_{1} & \mathbf{0} & \cdots & \mathbf{B}_{1}  \tag{2.331}\\
\mathbf{0} & \ddots & & \vdots \\
\vdots & & \boldsymbol{\Lambda}_{m} & \mathbf{B}_{m} \\
\hline \mathbf{C}_{1} & \cdots & \mathbf{C}_{m} & \mathbf{D}
\end{array}\right)
$$

where matrices $\boldsymbol{\Lambda}_{i}=\lambda_{i} \mathbb{I}_{\rho_{i}}$ are diagonal matrices of size $\rho_{i}$.
Moreover Gilbert's realization is minimal with order $n$ given by:

$$
\begin{equation*}
n=\sum_{i} \rho_{i} \tag{2.332}
\end{equation*}
$$

### 2.6.3 Ho-Kalman algorithm

To get a minimal realization $\left(\begin{array}{c|c}\mathbf{A}_{m} & \mathbf{B}_{m} \\ \hline \mathbf{C}_{m} & \mathbf{D}\end{array}\right)$ from a realization $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ we can use the Ho-Kalman algorithm which is described hereafter:

- Let $r$ be the dimension of the state matrix $\mathbf{A}$, which may not be minimal. First compute the observability matrix $\mathbf{Q}_{o}$ and the controllability matrix $\mathbf{Q}_{c}$ of the realization $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ :

$$
\left\{\begin{array}{c}
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C} \\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{r-1}
\end{array}\right]  \tag{2.333}\\
\mathbf{Q}_{c}=\left[\begin{array}{lll}
\mathbf{B} & \mathbf{A B} & \cdots
\end{array} \mathbf{A}^{r-1} \mathbf{B}\right.
\end{array}\right]
$$

The realization is minimal if and only if:

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{Q}_{o}\right)=\operatorname{rank}\left(\mathbf{Q}_{c}\right) \tag{2.334}
\end{equation*}
$$

In all situations the dimension $n$ of the system is given by:

$$
\begin{equation*}
n=\min \left(\operatorname{rank}\left(\mathbf{Q}_{o}\right), \operatorname{rank}\left(\mathbf{Q}_{c}\right)\right) \tag{2.335}
\end{equation*}
$$

[^10]- If the realization $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ is not minimal then compute the singular value decomposition (svd) of the product $\mathbf{Q}_{o} \mathbf{Q}_{c}$ :

$$
\begin{equation*}
\mathbf{Q}_{o} \mathbf{Q}_{c}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T} \tag{2.336}
\end{equation*}
$$

Matrix $\boldsymbol{\Sigma}$ is a rectangular diagonal matrix with non-negative real coefficients situated on its diagonal. The strictly positive coefficients of $\boldsymbol{\Sigma}$ are called the singular values of $\mathbf{Q}_{o} \mathbf{Q}_{c}$. The number of singular values of $\mathbf{Q}_{o} \mathbf{Q}_{c}$ (which are the strictly positive coefficients within the diagonal of matrix $\boldsymbol{\Sigma}$ ) is the dimension $n$ of the system. Again note that $n \neq r$ if the realization $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ is not minimal.

- Let $\boldsymbol{\Sigma}_{n}$ be the square diagonal matrix built from the $n$ singular values of $\mathbf{Q}_{o} \mathbf{Q}_{c}$ (which are the non-zero coefficients within the diagonal matrix $\boldsymbol{\Sigma}), \mathbf{U}_{n}$ the matrix built from the $n$ columns of $\mathbf{U}$ corresponding to the aux $n$ singular values and $\mathbf{V}_{n}$ the matrix built from the $n$ columns of $\mathbf{V}$ corresponding to the aux $n$ singular values:

$$
\mathbf{Q}_{o} \mathbf{Q}_{c}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{T}=\left[\begin{array}{ll}
\mathbf{U}_{n} & \mathbf{U}_{s}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{n} & \mathbf{0}  \tag{2.337}\\
\mathbf{0} & \boldsymbol{\Sigma}_{s}
\end{array}\right]\left[\begin{array}{c}
\mathbf{V}_{n}^{T} \\
\mathbf{V}_{s}^{T}
\end{array}\right]
$$

- Matrices $\mathcal{O}_{n}$ and $\mathcal{C}_{n}$ are defined as follows:

$$
\mathcal{O}_{n} \mathcal{C}_{n}=\mathbf{U}_{n} \boldsymbol{\Sigma}_{n} \mathbf{V}_{n}^{T} \text { where }\left\{\begin{array}{l}
\mathcal{O}_{n}=\mathbf{U}_{n} \boldsymbol{\Sigma}_{n}^{1 / 2}  \tag{2.338}\\
\mathcal{C}_{n}=\boldsymbol{\Sigma}_{n}^{1 / 2} \mathbf{V}_{n}^{T}
\end{array}\right.
$$

- Then the state matrix $\mathbf{A}_{m}$ of a minimal realization is obtained as follows:

$$
\begin{equation*}
\mathbf{A}_{m}=\boldsymbol{\Sigma}_{n}^{-1 / 2} \mathbf{U}_{n}^{T}\left(\mathbf{Q}_{o} \mathbf{A} \mathbf{Q}_{c}\right) \mathbf{V}_{n} \boldsymbol{\Sigma}_{n}^{-1 / 2} \tag{2.339}
\end{equation*}
$$

- Let $m$ be the number of inputs of the system and $p$ its number of outputs and $\mathbb{I}_{m}$ the identity matrix of size $m$. Matrix $\mathbf{B}_{m}$ and $\mathbf{C}_{m}$ of the minimal realization are obtained as follows:

$$
\left\{\begin{array}{l}
\mathbf{B}_{m}=\mathcal{C}_{n}\left[\begin{array}{c}
\mathbb{I}_{m} \\
\mathbf{0} \\
\vdots
\end{array}\right]=\boldsymbol{\Sigma}_{n}^{1 / 2} \mathbf{V}_{n}^{T}\left[\begin{array}{c}
\mathbb{I}_{m} \\
\mathbf{0} \\
\vdots \\
\mathbf{0}
\end{array}\right]  \tag{2.340}\\
\mathbf{C}_{m}=\left[\begin{array}{llll}
\mathbb{I}_{p} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right] \mathcal{O}_{n}=\left[\begin{array}{llll}
\mathbb{I}_{p} & \mathbf{0} & \cdots & \mathbf{0}
\end{array}\right] \mathbf{U}_{n} \boldsymbol{\Sigma}_{n}^{1 / 2}
\end{array}\right.
$$

- Matrix $\mathbf{D}$ is independent of the realization.


## Chapter 3

## Analysis of Linear Time Invariant systems

### 3.1 Introduction

This chapter is dedicated to the analysis of linear dynamical systems. More specifically we will concentrate on the solution of the state equation and we will present the notions of controllability, observability and stability. Those notions will enable the modal analysis of Linear Time Invariant (LTI) dynamical systems

### 3.2 Solving the time invariant state equation

We have seen that the state equation attached to a linear time invariant system is the following:

$$
\begin{equation*}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t) \tag{3.1}
\end{equation*}
$$

The purpose of this section is to obtain the general solution of this linear differential equation, which is actually a vector equation.

The solution of the non-homogeneous state equation $\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)$ can be obtained by the Laplace transform. Indeed the Laplace transform of this equation yields:

$$
\begin{equation*}
s \underline{X}(s)-\underline{x}(0)=\mathbf{A} \underline{X}(s)+\mathbf{B} \underline{U}(s) \tag{3.2}
\end{equation*}
$$

That is:

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A}) \underline{X}(s)=\underline{x}(0)+\mathbf{B} \underline{U}(s) \tag{3.3}
\end{equation*}
$$

Pre-multiplying both sides of this equation by $(s \mathbb{I}-\mathbf{A})^{-1}$ leads to the following equation:

$$
\begin{equation*}
\underline{X}(s)=(s \mathbb{I}-\mathbf{A})^{-1} \underline{x}(0)+(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \underline{U}(s) \tag{3.4}
\end{equation*}
$$

By taking the inverse Laplace transform of this equation we get the
expression of the state vector $\underline{x}(t)$ :

$$
\begin{align*}
\underline{x}(t) & =\mathcal{L}^{-1}[\underline{X}(s)] \\
& =\mathcal{L}^{-1}\left[(s \mathbb{I}-\mathbf{A})^{-1} \underline{x}(0)+(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \underline{U}(s)\right]  \tag{3.5}\\
& =\mathcal{L}^{-1}\left[(s \mathbb{I}-\mathbf{A})^{-1}\right] \underline{x}(0)+\mathcal{L}^{-1}\left[(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \underline{U}(s)\right]
\end{align*}
$$

To inverse the preceding equation in the $s$ domain and come back in the time domain we will use the following properties of the Laplace transform:

- Convolution theorem: let $x(t)$ and $y(t)$ be two causal scalar signals and denote by $X(s)$ and $Y(s)$ their Laplace transforms, respectively. Then the product $X(s) Y(s)$ is the Laplace transform of the convolution between $x(t)$ and $y(t)$ which is denoted by $x(t) * y(t)$ :

$$
\begin{equation*}
X(s) Y(s)=\mathcal{L}[x(t) * y(t)] \Leftrightarrow \mathcal{L}^{-1}[X(s) Y(s)]=x(t) * y(t) \tag{3.6}
\end{equation*}
$$

Where:

$$
\begin{equation*}
x(t) * y(t)=\int_{0}^{t} x(t-\tau) y(\tau) d \tau \tag{3.7}
\end{equation*}
$$

This relation is readily extended to the vector case where $\mathbf{X}(t)$ is a matrix and $\underline{y}(t)$ a vector:

$$
\begin{equation*}
\mathcal{L}^{-1}[\mathbf{X}(s) \underline{Y}(s)]=\mathbf{X}(t) * \underline{y}(t)=\int_{0}^{t} \mathbf{X}(t-\tau) \underline{y}(\tau) d \tau \tag{3.8}
\end{equation*}
$$

- Laplace transform of exponential matrix: in the scalar case we have seen that:

$$
\begin{equation*}
\mathcal{L}\left[e^{a t}\right]=\frac{1}{s-a}=(s-a)^{-1} \Leftrightarrow \mathcal{L}^{-1}\left[(s-a)^{-1}\right]=e^{a t} \tag{3.9}
\end{equation*}
$$

This relation is readily extended to the vector case as follows:

$$
\begin{equation*}
\mathcal{L}\left[e^{\mathbf{A} t}\right]=(s \mathbb{I}-\mathbf{A})^{-1} \Leftrightarrow \mathcal{L}^{-1}\left[(s \mathbb{I}-\mathbf{A})^{-1}\right]=e^{\mathbf{A} t} \tag{3.10}
\end{equation*}
$$

Thus the inverse Laplace transform of Equation (3.5) leads to the expression of the state vector $\underline{x}(t)$ which solves the state equation (3.1):

$$
\begin{equation*}
\underline{x}(t)=e^{\mathbf{A} t} \underline{x}(0)+\int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau \tag{3.11}
\end{equation*}
$$

The solution $\underline{x}(t)$ of Equation (3.5) is often referred to as the state trajectory or the system trajectory.

Exponential $e^{\mathbf{A} t}$ is defined as the transition matrix $\Phi(t)$ :

$$
\begin{equation*}
\mathbf{\Phi}(t)=e^{\mathbf{A} t} \tag{3.12}
\end{equation*}
$$

In the more general case of time dependent linear differential equation of the form $\underline{\dot{x}}(t)=\mathbf{A}(t) \underline{x}(t)+\mathbf{B}(t) \underline{u}(t)$ the expression of the state vector is $\underline{x}(t)=$ $\boldsymbol{\Phi}\left(t, t_{0}\right) \underline{x}(0)+\int_{t_{0}}^{t} \mathbf{\Phi}(t, \tau) \mathbf{B} \underline{u}(\tau) d \tau$ where $\boldsymbol{\Phi}\left(t, t_{0}\right)$ is also named the transition
matrix (or Green's matrix). In this case the transition matrix is a solution of the homogeneous equation $\frac{\partial \boldsymbol{\Phi}\left(t, t_{0}\right)}{\partial t}=\mathbf{A}(t) \boldsymbol{\Phi}\left(t, t_{0}\right)$. In addition $\boldsymbol{\Phi}(t, t)=\mathbb{I} \forall t$ and $\boldsymbol{\Phi}\left(t, t_{0}\right)=\phi(t) \phi^{-1}\left(t_{0}\right)$ where $\phi(t)$ is the solution of $\underline{\dot{x}}(t)=\mathbf{A}(t) \underline{x}(t)$. For a linear time invariant system the transition matrix $\boldsymbol{\Phi}\left(t, t_{0}\right)$ is $\boldsymbol{\Phi}\left(t, t_{0}\right)=e^{\mathbf{A}\left(t-t_{0}\right)}$; as far as for the time invariant case the initial time $t_{0}$ is meaningless we can choose $t_{0}=0$ and we retrieve $\boldsymbol{\Phi}(t)=e^{\mathbf{A} t}$.

### 3.3 Output response

We have seen that the output vector $\underline{y}(t)$ of the state-space representation is obtained using the output equation. Using the expression of the state vector $\underline{x}(t)$ we get:

$$
\begin{align*}
\underline{y}(t) & =\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t) \\
& =\mathbf{C}\left(e^{\mathbf{A} t} \underline{x}(0)+\int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau\right)+\mathbf{D} \underline{u}(t)  \tag{3.13}\\
& =\mathbf{C} e^{\mathbf{A} t} \underline{x}(0)+\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau+\mathbf{D} \underline{u}(t)
\end{align*}
$$

- The term $\mathbf{C} e^{\mathbf{A t} t} \underline{x}(0)$ is called the zero-input response (or output) of the system; this is the response of the system when there is no input signal $\underline{u}(t)$ applied on the system;
- The term $\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau+\mathbf{D} \underline{u}(t)$ is called the zero-state output (or response) of the system; this is the response of the system when there is no initial condition $\underline{x}(0)$ applied on the system.


### 3.4 Impulse and unit step responses

The impulse response of a dynamical system is the zero-state output of the system when the input signal $\underline{u}(t)$ is the impulse $\delta(t)$ called the Dirac delta function.

Setting in (3.13) the input signal $\underline{u}(t)$ to the Dirac delta function $\underline{\delta}(t)$ and putting the initial conditions $\underline{x}(0)$ to zero leads to the following expression of the impulse response of the system:

$$
\begin{equation*}
\underline{y}(t)=\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{\delta}(\tau) d \tau+\mathbf{D} \underline{\delta}(t) \tag{3.14}
\end{equation*}
$$

The term $\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{\delta}(\tau) d \tau$ can be expressed as the convolution between the matrix $\mathbf{C} e^{\mathbf{A} t} \mathbf{B}$ and the input vector $\underline{\delta}(\tau)$. We get:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{C} e^{\mathbf{A} t} \mathbf{B} * \underline{\delta}(t)+\mathbf{D} \underline{\delta}(t) \tag{3.15}
\end{equation*}
$$

Using the fact that the Dirac delta function $\underline{\delta}(t)$ is the neutral element for convolution we can write $\mathbf{C} e^{\mathbf{A} t} \mathbf{B} * \underline{\delta}(t)=\mathbf{C} e^{\mathbf{A} t} \mathbf{B}$. Consequently the output vector $\underline{y}(t)$, that is the impulse response of a linear time invariant system which will be denoted $\mathbf{h}(t)$, can be expressed as follows:

$$
\begin{equation*}
\underline{y}(t):=\mathbf{h}(t)=\mathbf{C} e^{\mathbf{A} t} \mathbf{B}+\mathbf{D} \delta(t) \tag{3.16}
\end{equation*}
$$

The Laplace transform of the impulse response $\mathbf{h}(t)$ is defined to be the transfer function $\mathbf{F}(s)$ of the system. Using the fact that the Laplace transform of the Dirac delta function $\delta(t)$ is 1 we retrieve the following expression for the transfer function $\mathbf{F}(s)$ of the linear system:

$$
\begin{equation*}
\mathbf{F}(s)=\mathcal{L}[\mathbf{h}(t)]=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{3.17}
\end{equation*}
$$

The unit step response is the response of the system to the unit step input. Setting in (3.13) the input signal $\underline{u}(t)$ to $\underline{u}(t)=\underline{1} \forall t>0$ and putting the initial conditions $\underline{x}(0)$ to zero leads to the following expression of the unit step response of the system:

$$
\begin{align*}
\underline{y}(t) & =\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} d \tau+\mathbf{D} \underline{1} \\
& =\mathbf{C} e^{\mathbf{A} t}\left(\int_{0}^{t} e^{-\mathbf{A} \tau} d \tau\right) \mathbf{B}+\mathbf{D} \underline{1}  \tag{3.18}\\
& =\mathbf{C} e^{\mathbf{A} t}\left(-\left.\mathbf{A}^{-1} e^{-\mathbf{A} \tau}\right|_{\tau=0} ^{t}\right) \mathbf{B}+\mathbf{D} \underline{1} \\
& =\mathbf{C} e^{\mathbf{A} t}\left(\mathbf{A}^{-1}-\mathbf{A}^{-1} e^{-\mathbf{A} t}\right) \mathbf{B}+\mathbf{D} \underline{1}
\end{align*}
$$

Using the fact that $e^{\mathbf{A} t} \mathbf{A}^{-1}=\mathbf{A}^{-1} e^{\mathbf{A} t}$ (which is easy to show using the series expansion of $e^{\mathbf{A} t}$ ) and assuming that matrix $\mathbf{A}^{-1}$ exists, we finally get the following expression for the unit step response of the system:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{C A}^{-1}\left(e^{\mathbf{A} t}-\mathbb{I}\right) \mathbf{B}+\mathbf{D} \underline{1} \tag{3.19}
\end{equation*}
$$

### 3.5 Matrix exponential

### 3.5.1 Definition

Let $\mathbf{A}$ be a $n \times n$ square matrix. The matrix exponential is a $n \times n$ matrix which is defined by analogy with the scalar exponential and its series as follows:

$$
\begin{equation*}
e^{\mathbf{A} t}=\sum_{k=0}^{\infty} \frac{(\mathbf{A} t)^{k}}{k!}=\mathbb{I}+\sum_{k=1}^{\infty} \frac{(\mathbf{A} t)^{k}}{k!} \tag{3.20}
\end{equation*}
$$

This calculus involves an infinity of terms and it is in general impossible to compute it by hand except for some specific cases, for example if matrix $\mathbf{A}$ is nilpotent.

A matrix $\mathbf{A}$ is nilpotent if there exists an integer $k$ such that $\mathbf{A}^{k}=\mathbf{0}$. The smallest value of $k$ is called the index of nilpotency (of the nilpotent matrix). In this case the matrix exponential $e^{\mathbf{A t}}$ can be computed directly from the series expansion as the series terminates after a finite number of terms:

$$
\begin{equation*}
e^{\mathbf{A} t}=\mathbb{I}+\mathbf{A} t+\mathbf{A}^{2} \frac{t^{2}}{2!}+\cdots+\mathbf{A}^{k-1} \frac{t^{k-1}}{(k-1)!} \tag{3.21}
\end{equation*}
$$

A necessary and sufficient condition for a $n \times n$ square matrix $\mathbf{A}$ to be nilpotent is that its characteristic polynomial $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ is equal to $s^{n}$ :

$$
\begin{equation*}
\mathbf{A}^{k}=\mathbf{0} \Leftrightarrow \operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n} \text { where } k \leq n \tag{3.22}
\end{equation*}
$$

We recall that the minimal polynomial $\pi_{A}(s)$ of a matrix $\mathbf{A}$ is the monic polynomial (a monic polynomial is a polynomial in which the leading coefficient (the nonzero coefficient of highest degree) is equal to 1 ) of least degree such that $\pi_{A}(\mathbf{A})=\mathbf{0}$. The minimal polynomial divides the characteristic polynomial $\chi_{A}(s):=\operatorname{det}(s \mathbb{I}-\mathbf{A})$ of matrix $\mathbf{A}$. Consequently its degree is lower or equal to the order $n$ of matrix $\mathbf{A}$.

A matrix $\mathbf{A}$ is said to be cyclic if and only if its characteristic polynomial is the same than its minimal polynomial.

Furthermore matrix $\mathbf{A}$ is diagonalizable if and only if its minimal polynomial's roots are all of multiplicity one.

The previous result to compute $e^{\mathbf{A} t}$ when $\mathbf{A}$ is nilpotent can be generalized to the case where the minimal polynomial $\pi_{A}(s)$ of $\mathbf{A}$ reads $(s-\lambda)^{k}$. Indeed we get in this case:

$$
\begin{equation*}
\pi_{A}(s)=(s-\lambda)^{k} \Rightarrow(\mathbf{A}-\lambda \mathbb{I})^{k}=\mathbf{0} \tag{3.23}
\end{equation*}
$$

Thus matrix $\mathbf{A}-\lambda \mathbb{I}$ is nilpotent and we can write:

$$
\begin{equation*}
e^{(\mathbf{A}-\lambda \mathbb{I}) t}=\mathbb{I}+(\mathbf{A}-\lambda \mathbb{I}) t+(\mathbf{A}-\lambda \mathbb{I})^{2} \frac{t^{2}}{2!}+\cdots+(\mathbf{A}-\lambda \mathbb{I})^{k-1} \frac{t^{k-1}}{(k-1)!} \tag{3.24}
\end{equation*}
$$

As soon as matrices $\mathbf{A}$ and $\lambda \mathbb{I}$ commute the following relation holds:

$$
\begin{equation*}
e^{(\mathbf{A}-\lambda \mathbb{I}) t}=e^{-\lambda t} e^{\mathbf{A} t} \Rightarrow e^{\mathbf{A} t}=e^{\lambda t} e^{(\mathbf{A}-\lambda \mathbb{I}) t} \tag{3.25}
\end{equation*}
$$

Thus as soon as $\pi_{A}(s)=(s-\lambda)^{k}$ we finally get the following result:

$$
\begin{align*}
& e^{\mathbf{A} t}= \\
& \quad e^{\lambda t}\left(\mathbb{I}+(\mathbf{A}-\lambda \mathbb{I}) t+(\mathbf{A}-\lambda \mathbb{I})^{2} \frac{t^{2}}{2!}+\cdots+(\mathbf{A}-\lambda \mathbb{I})^{k-1} \frac{t^{k-1}}{(k-1)!}\right) \tag{3.26}
\end{align*}
$$

Example 3.1. Let $\mathbf{A}=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$. The characteristic polynomial of $\mathbf{A}$ is:

$$
\operatorname{det}(s \mathbb{I}-\mathbf{A})=\operatorname{det}\left(\left[\begin{array}{cc}
s & -1  \tag{3.27}\\
0 & s
\end{array}\right]\right)=s^{2}
$$

Consequently matrix $\mathbf{A}$ is nilpotent and $e^{\mathbf{A} t}$ can be computed as follows:

$$
\begin{align*}
& \mathbf{A}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] \Rightarrow \mathbf{A}^{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \\
& \Rightarrow e^{\mathbf{A} t}=\mathbb{I}+\mathbf{A} t=\left[\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right] \tag{3.28}
\end{align*}
$$

### 3.5.2 Properties

The following properties hold ${ }^{1}$ :

- Value at $t=0$ :

$$
\begin{equation*}
\left.e^{\mathbf{A} t}\right|_{t=0}=e^{\mathbf{0}}=\mathbb{I} \tag{3.29}
\end{equation*}
$$

- Derivation:

$$
\begin{equation*}
\frac{d}{d t} e^{\mathbf{A t}}=\mathbf{A} e^{\mathbf{A t}}=e^{\mathbf{A t}} \mathbf{A} \tag{3.30}
\end{equation*}
$$

- Integration:

$$
\begin{equation*}
e^{\mathbf{A t}}=\mathbb{I}+\mathbf{A} \int_{0}^{t} e^{\mathbf{A} \tau} d \tau \tag{3.31}
\end{equation*}
$$

- In general:

$$
\begin{equation*}
e^{(\mathbf{A}+\mathbf{B}) t} \neq e^{\mathbf{A} t} e^{\mathbf{B} t} \neq e^{\mathbf{B} t} e^{\mathbf{A} t} \tag{3.32}
\end{equation*}
$$

Nevertheless if matrices $\mathbf{A}$ and $\mathbf{B}$ commute (meaning that $\mathbf{A B}=\mathbf{B A}$ ) then:

$$
\begin{equation*}
e^{(\mathbf{A}+\mathbf{B}) t}=e^{\mathbf{A} t} e^{\mathbf{B} t}=e^{\mathbf{B} t} e^{\mathbf{A} t} \tag{3.33}
\end{equation*}
$$

As far as the product AA commutes we have:

$$
\begin{equation*}
e^{\mathbf{A} t} e^{\mathbf{A} \tau}=e^{\mathbf{A}(t+\tau)}=e^{\mathbf{A} \tau} e^{\mathbf{A} t} \tag{3.34}
\end{equation*}
$$

And thus setting $\tau$ to $-t$ we get:

$$
\begin{equation*}
\left(e^{\mathbf{A} t}\right)^{-1}=e^{-\mathbf{A} t} \tag{3.35}
\end{equation*}
$$

- Let $\lambda(\mathbf{A})$ be the eigenvalues of matrix $\mathbf{A}$. Then:

$$
\begin{equation*}
\lambda\left(e^{\mathbf{A} t}\right)=e^{\lambda(\mathbf{A}) t} \tag{3.36}
\end{equation*}
$$

- Let $\operatorname{det}(\mathbf{A})$ be the determinant of matrix $\mathbf{A}$ and $\operatorname{tr}(\mathbf{A})$ be the trace of matrix A. Then:

$$
\begin{equation*}
\operatorname{det}\left(e^{\mathbf{A} t}\right)=e^{\operatorname{tr}(\mathbf{A}) t} \tag{3.37}
\end{equation*}
$$

Example 3.2. Let's consider the following matrices $\mathbf{A}$ and $\mathbf{B}$ :

$$
\left\{\begin{array}{l}
\mathbf{A}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]  \tag{3.38}\\
\mathbf{B}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
\end{array}\right.
$$

It is clear that A et $\mathbf{B}$ do not commute. Indeed:

$$
\mathbf{A B}=\left[\begin{array}{ll}
0 & 0  \tag{3.39}\\
0 & 0
\end{array}\right] \neq \mathbf{B A}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
$$

[^11]Consequently we expect that $e^{\mathbf{A} t} e^{\mathbf{B} t} \neq e^{\mathbf{B} t} e^{\mathbf{A} t}$. We will check it by using the preceding definitions and properties:

$$
e^{\mathbf{A} t}=\left[\begin{array}{ll}
1 & t  \tag{3.40}\\
0 & 1
\end{array}\right]
$$

And:

$$
\begin{gather*}
(\mathbf{B} t)^{k}=\left[\begin{array}{cc}
t^{k} & 0 \\
0 & 0
\end{array}\right] \Rightarrow e^{\mathbf{B} t}=\mathbb{I}+\sum_{k=1}^{\infty} \frac{(\mathbf{B} t)^{k}}{k!}=\left[\begin{array}{cc}
1+\sum_{k=1}^{\infty} \frac{t^{k}}{k!} & 0 \\
0 & 1
\end{array}\right]  \tag{3.41}\\
\Leftrightarrow e^{\mathbf{B} t}=\left[\begin{array}{cc}
e^{t} & 0 \\
0 & 1
\end{array}\right]
\end{gather*}
$$

It is clear that:

$$
e^{\mathbf{A} t} e^{\mathbf{B} t}=\left[\begin{array}{cc}
e^{t} & t  \tag{3.42}\\
0 & 1
\end{array}\right] \neq e^{\mathbf{B} t} e^{\mathbf{A} t}=\left[\begin{array}{cc}
e^{t} & t e^{t} \\
0 & 1
\end{array}\right]
$$

We can also easily check the following properties:

$$
\left\{\begin{array}{l}
\frac{d}{d t} e^{\mathbf{A t}}=\mathbf{A} e^{\mathbf{A t}}=e^{\mathbf{A t}} \mathbf{A}=\left[\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right]  \tag{3.43}\\
\frac{d}{d t} e^{\mathbf{B t}}=\mathbf{B} e^{\mathbf{B t}}=e^{\mathbf{B t}} \mathbf{B}=\left[\begin{array}{cc}
e^{t} & 0 \\
0 & 0
\end{array}\right]
\end{array}\right.
$$

### 3.5.3 Computation of $e^{\mathbf{A} t}$ using the diagonal form of $\mathbf{A}$

We will assume in that section that matrix $\mathbf{A}$ is diagonalizable or equivalently that matrix $\mathbf{A}$ has linearly independent eigenvectors; this means that for all eigenvalues $\lambda_{i}$ of $\mathbf{A}$ the rank of matrix $\lambda_{i} \mathbb{I}-\mathbf{A}$ is equal to the size of $\mathbf{A}$ minus the multiplicity of $\lambda_{i}$.

Assuming that matrix $\mathbf{A}$ is diagonalizable then there exists a similarity transformation such that:

$$
\mathbf{A}=\mathbf{P} \boldsymbol{\Lambda} \mathbf{P}^{-1} \text { where } \boldsymbol{\Lambda}=\left[\begin{array}{lll}
\lambda_{1} & &  \tag{3.44}\\
& \ddots & \\
& & \lambda_{n}
\end{array}\right]
$$

The change of basis matrix $\mathbf{P}$, as well as its inverse $\mathbf{P}^{-1}$, can be obtained as follows:

- Let $\underline{v}_{i}$ be the eigenvector of $\mathbf{A}$ corresponding to eigenvalue $\lambda_{i}$. As far as the $n \times n$ matrix $\mathbf{A}$ is assumed to have $n$ linearly independent eigenvectors we can write:

$$
\left\{\begin{array}{l}
\mathbf{A} \underline{v}_{1}=\lambda_{1} \underline{v}_{1}  \tag{3.45}\\
\vdots \\
\mathbf{A} \underline{v}_{n}=\lambda_{n} \underline{v}_{n}
\end{array}\right.
$$

- The preceding relation can be written in a vector form as follows:

$$
\mathbf{A}\left[\begin{array}{lll}
\underline{v}_{1} & \cdots & \underline{v}_{n}
\end{array}\right]=\left[\begin{array}{lll}
\underline{v}_{1} & \cdots & \underline{v}_{n}
\end{array}\right]\left[\begin{array}{lll}
\lambda_{1} & &  \tag{3.46}\\
& \ddots & \\
& & \lambda_{n}
\end{array}\right]
$$

- Identifying the preceding equation with $\mathbf{A P}=\mathbf{P} \boldsymbol{\Lambda}$ we finally get

$$
\mathbf{P}=\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n} \tag{3.47}
\end{array}\right]
$$

- Furthermore let $\underline{w}_{i}$ be the eigenvectors of matrix $\mathbf{A}^{T}$ :

$$
\begin{equation*}
\mathbf{A}^{T} \underline{w}_{j}=\lambda_{j} \underline{w}_{j} \Leftrightarrow \underline{w}_{j}^{T} \mathbf{A}=\lambda_{j} \underline{w}_{j}^{T} \tag{3.48}
\end{equation*}
$$

It can be seen that vectors $\underline{w}_{j}$ et $\underline{v}_{i}$ are orthogonal. Indeed:

$$
\begin{align*}
& \lambda_{j} \underline{w}_{j}^{T} \underline{v}_{i}=\underline{w}_{j}^{T} \mathbf{A} \underline{v}_{i}=\underline{w}_{j}^{T} \lambda_{i} \underline{v}_{i} \Leftrightarrow\left(\lambda_{i}-\lambda_{j}\right) \underline{w}_{j}^{T} \underline{v}_{i}=0  \tag{3.49}\\
& \Rightarrow \underline{w}_{j}^{T} \underline{v}_{i}=0 \text { si } j \neq i
\end{align*}
$$

Thus imposing $\underline{w}_{i}^{T} \underline{v}_{i}=1 \forall i$, the inverse of matrix $\mathbf{P}$ is obtained as follows:

$$
\underline{w}_{i}^{T} \underline{v}_{i}=1 \forall i \Rightarrow \mathbf{P}^{-1}=\left[\begin{array}{c}
\underline{w}_{1}^{T}  \tag{3.50}\\
\underline{w}_{2}^{T} \\
\vdots \\
\underline{w}_{n}^{T}
\end{array}\right]
$$

Indeed using $\underline{w}_{j}^{T} \underline{v}_{i}=\left\{\begin{array}{l}0 \text { if } j \neq i \\ 1 \text { if } j=i\end{array}\right.$ we get:

$$
\begin{align*}
\mathbf{P}^{-1} \mathbf{P} & =\left[\begin{array}{c}
\underline{w}_{1}^{T} \\
\underline{w}_{2}^{T} \\
\vdots \\
\underline{w}_{n}^{T}
\end{array}\right]\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n}
\end{array}\right]  \tag{3.51}\\
& =\left[\begin{array}{cccc}
\underline{w}_{1}^{T} \underline{w}_{1} & \underline{w}_{1}^{T} v_{2} & \cdots & \underline{w}_{1}^{T} \underline{v}_{n} \\
\underline{w}_{2}^{T} \underline{v}_{1} & \underline{w}_{2}^{T} \underline{v}_{2} & \cdots & \underline{w}_{2}^{T} \underline{v}_{n} \\
\vdots & \vdots & & \vdots \\
\underline{w}_{n}^{T} \underline{v}_{1} & \underline{w}_{n}^{T} \underline{v}_{2} & \cdots & \underline{w}_{n}^{T} \underline{v}_{n}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \ddots & & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right]=\mathbb{I}
\end{align*}
$$

Then, as soon as matrix $\mathbf{A}$ diagonalizable, $e^{\mathbf{A} t}$ can be obtained using the following relation :

$$
\begin{equation*}
e^{\mathbf{A} t}=\mathbf{P} e^{\boldsymbol{\Lambda} t} \mathbf{P}^{-1}=\sum_{i=1}^{n} \underline{v}_{i} \underline{w}_{i}^{T} e^{\lambda_{i} t} \tag{3.52}
\end{equation*}
$$

The preceding relation is easily obtained by using the series development of the exponential:

$$
\begin{equation*}
e^{\mathbf{P} \boldsymbol{\Lambda} t \mathbf{P}^{-1}}=\sum_{k=0}^{\infty} \frac{\left(\mathbf{P} \boldsymbol{\Lambda} t \mathbf{P}^{-1}\right)^{k}}{k!}=\sum_{k=0}^{\infty} \frac{\mathbf{P}(\boldsymbol{\Lambda} t)^{k} \mathbf{P}^{-1}}{k!}=\mathbf{P}\left(\sum_{k=0}^{\infty} \frac{(\boldsymbol{\Lambda} t)^{k}}{k!}\right) \mathbf{P}^{-1} \tag{3.53}
\end{equation*}
$$

As far as the diagonal (or modal) matrix $\boldsymbol{\Lambda}$ is diagonal we get:

$$
\left\{\begin{align*}
& \boldsymbol{\Lambda}^{k}=\left[\begin{array}{lll}
\lambda_{1}^{k} & & \\
& \ddots & \\
& & \lambda_{n}^{k}
\end{array}\right] \Rightarrow e^{\boldsymbol{\Lambda} t}=\left[\begin{array}{lll}
e^{\lambda_{1} t} & & \\
& \ddots & \\
& & e^{\lambda_{n} t}
\end{array}\right]  \tag{3.54}\\
& e^{\boldsymbol{\Lambda} t}=\sum_{k=0}^{\infty} \frac{(\boldsymbol{\Lambda} t)^{k}}{k!}
\end{align*}\right.
$$

Thus using the expression of $\mathbf{P}$ and $\mathbf{P}^{-1}$ :

$$
\begin{align*}
e^{\mathbf{A} t} & =\mathbf{P} e^{\boldsymbol{\Lambda} t} \mathbf{P}^{-1}=\mathbf{P}\left[\begin{array}{lll}
e^{\lambda_{1} t} & & \\
& \ddots & \\
& & e^{\lambda_{n} t}
\end{array}\right] \mathbf{P}^{-1} \\
& =\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n}
\end{array}\right]\left[\begin{array}{ccc}
e^{\lambda_{1} t} & & \\
& \ddots & \\
& & e^{\lambda_{n} t}
\end{array}\right]\left[\begin{array}{c}
\underline{w}_{1}^{T} \\
\underline{w}_{2}^{T} \\
\vdots \\
\underline{w}_{n}^{T}
\end{array}\right] \tag{3.55}
\end{align*}
$$

We finally get:

$$
\begin{equation*}
e^{\mathbf{A} t}=\sum_{i=1}^{n} \underline{v}_{i} e^{\lambda_{i} t} \underline{w}_{i}^{T}=\sum_{i=1}^{n} \underline{v}_{i} \underline{w}_{i}^{T} e^{\lambda_{i} t} \tag{3.56}
\end{equation*}
$$

Example 3.3. Compute $e^{\mathbf{A} t}$ where $\mathbf{A}=\left[\begin{array}{cc}1 & 2 \\ 0 & -5\end{array}\right]$.
Le characteristic polynomial of $\mathbf{A}$ reads:

$$
\operatorname{det}(s \mathbb{I}-\mathbf{A})=\operatorname{det}\left(\left[\begin{array}{cc}
s-1 & -2  \tag{3.57}\\
0 & s+5
\end{array}\right]\right)=(s-1)(s+5)
$$

The two eigenvalues $\lambda_{1}=1$ and $\lambda_{2}=-5$ of $\mathbf{A}$ are distinct. Since the size of $\mathbf{A}$ is equal to the number of the distinct eigenvalues we conclude that matrix A is diagonalizable.

- Let $\underline{v}_{1}=\left[\begin{array}{l}v_{11} \\ v_{12}\end{array}\right]$ be the eigenvector of $\mathbf{A}$ corresponding to $\lambda_{1}=1$. We have:

$$
\begin{align*}
& {\left[\begin{array}{cc}
1 & 2 \\
0 & -5
\end{array}\right]\left[\begin{array}{l}
v_{11} \\
v_{12}
\end{array}\right]=1 \times\left[\begin{array}{l}
v_{11} \\
v_{12}
\end{array}\right]} \\
& \Leftrightarrow\left\{\begin{array}{l}
v_{11}+2 v_{12}=v_{11} \\
-5 v_{12}=v_{12} \\
\Rightarrow v_{12}=0
\end{array}\right. \tag{3.58}
\end{align*}
$$

Thus the expression of eigenvector $\underline{v}_{1}$ is:

$$
\underline{v}_{1}=\left[\begin{array}{c}
v_{11}  \tag{3.59}\\
0
\end{array}\right]
$$

- Let $\underline{v}_{2}=\left[\begin{array}{l}v_{21} \\ v_{22}\end{array}\right]$ be the eigenvector of $\mathbf{A}$ corresponding to $\lambda_{2}=-5$. We have:

$$
\begin{align*}
& {\left[\begin{array}{cc}
1 & 2 \\
0 & -5
\end{array}\right]\left[\begin{array}{l}
v_{21} \\
v_{22}
\end{array}\right]=-5 \times\left[\begin{array}{l}
v_{21} \\
v_{22}
\end{array}\right]} \\
& \Leftrightarrow\left\{\begin{array}{c}
v_{21}+2 v_{22}=-5 v_{21} \\
-5 v_{22}=-5 v_{22}
\end{array}\right.  \tag{3.60}\\
& \Rightarrow 6 v_{21}+2 v_{22}=0 \\
& \Leftrightarrow v_{22}=-3 v_{21}
\end{align*}
$$

Thus the expression of eigenvector $\underline{v}_{2}$ is:

$$
\underline{v}_{2}=\left[\begin{array}{c}
v_{21}  \tag{3.61}\\
-3 v_{21}
\end{array}\right]
$$

- Let $\underline{w}_{1}=\left[\begin{array}{l}w_{11} \\ w_{12}\end{array}\right]$ be the eigenvector of $\mathbf{A}^{T}$ corresponding to $\lambda_{1}=1$. We have:

$$
\begin{align*}
& {\left[\begin{array}{cc}
1 & 0 \\
2 & -5
\end{array}\right]\left[\begin{array}{l}
w_{11} \\
w_{12}
\end{array}\right]=1 \times\left[\begin{array}{l}
w_{11} \\
w_{12}
\end{array}\right]} \\
& \Leftrightarrow\left\{\begin{array}{l}
w_{11}=w_{11} \\
2 w_{11}-5 w_{12}=w_{12} \\
\Rightarrow 2 w_{11}-6 w_{12}=0 \\
\Leftrightarrow w_{11}=3 w_{12}
\end{array}, \$\right. \text {. } \tag{3.62}
\end{align*}
$$

Thus the expression of eigenvector $\underline{w}_{1}$ is:

$$
\underline{w}_{1}=\left[\begin{array}{c}
3 w_{12}  \tag{3.63}\\
w_{12}
\end{array}\right]
$$

It is clear that $\underline{w}_{1}$ and $\underline{v}_{2}$ are orthogonal:

$$
\underline{w}_{1}^{T} \underline{v}_{2}=\left[\begin{array}{ll}
3 w_{12} & w_{12}
\end{array}\right]\left[\begin{array}{c}
v_{21}  \tag{3.64}\\
-3 v_{21}
\end{array}\right]=0
$$

- Let $\underline{w}_{2}=\left[\begin{array}{l}w_{21} \\ w_{22}\end{array}\right]$ be the eigenvector of $\mathbf{A}^{T}$ corresponding to $\lambda_{2}=-5$. We have:

$$
\begin{align*}
& {\left[\begin{array}{cc}
1 & 0 \\
2 & -5
\end{array}\right]\left[\begin{array}{l}
w_{21} \\
w_{22}
\end{array}\right]=-5 \times\left[\begin{array}{l}
w_{21} \\
w_{22}
\end{array}\right]} \\
& \Leftrightarrow\left\{\begin{array}{l}
w_{21}=-5 w_{21} \\
2 w_{21}-5 w_{22}=-5 w_{22} \\
\Rightarrow w_{21}=0
\end{array}\right. \tag{3.65}
\end{align*}
$$

Thus the expression of eigenvector $\underline{w}_{2}$ is:

$$
\underline{w}_{2}=\left[\begin{array}{c}
0  \tag{3.66}\\
w_{22}
\end{array}\right]
$$

It is clear that $\underline{w}_{2}$ and $\underline{v}_{1}$ are orthogonal:

$$
\underline{w}_{2}^{T} \underline{v}_{1}=\left[\begin{array}{ll}
0 & w_{22}
\end{array}\right]\left[\begin{array}{c}
v_{11}  \tag{3.67}\\
0
\end{array}\right]=0
$$

Finally $\underline{v}_{1}, \underline{v}_{2}, \underline{w}_{1}$ and $\underline{w}_{2}$ are chosen such that $\underline{w}_{1}^{T} \underline{v}_{1}=\underline{w}_{2}^{T} \underline{v}_{2}=1$. We can chose for example:

$$
\underline{v}_{1}=\left[\begin{array}{c}
v_{11}  \tag{3.68}\\
0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \text { and } \underline{w}_{1}=\left[\begin{array}{c}
3 w_{12} \\
w_{12}
\end{array}\right]=\left[\begin{array}{l}
1 \\
\frac{1}{3}
\end{array}\right]
$$

And:

$$
\underline{v}_{2}=\left[\begin{array}{c}
v_{21}  \tag{3.69}\\
-3 v_{21}
\end{array}\right]=\left[\begin{array}{c}
-\frac{1}{3} \\
1
\end{array}\right] \text { and } \underline{w}_{2}=\left[\begin{array}{c}
0 \\
w_{22}
\end{array}\right]=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

Then applying Equation (3.52) we get:

$$
\begin{align*}
e^{\mathbf{A} t} & =\sum_{i=1}^{n} \underline{v}_{i} \underline{w}_{i}^{T} e^{\lambda_{i} t} \\
& =\underline{v}_{1} \underline{w}_{1}^{T} e^{\lambda_{1} t}+\underline{v}_{2} \underline{w}_{2}^{T} e^{\lambda_{2} t} \\
& =\left[\begin{array}{c}
1 \\
0
\end{array}\right] e^{t}\left[\begin{array}{ll}
1 & \frac{1}{3}
\end{array}\right]+\left[\begin{array}{c}
-\frac{1}{3} \\
1
\end{array}\right] e^{-5 t}\left[\begin{array}{ll}
0 & 1
\end{array}\right]  \tag{3.70}\\
& =\left[\begin{array}{cc}
1 & \frac{1}{3} \\
0 & 0
\end{array}\right] e^{t}+\left[\begin{array}{cc}
0 & -\frac{1}{3} \\
0 & 1
\end{array}\right] e^{-5 t} \\
& =\left[\begin{array}{cc}
e^{t} & \frac{1}{3} e^{t}-\frac{1}{3} e^{-5 t} \\
0 & e^{-5 t}
\end{array}\right]
\end{align*}
$$

We can check that $\left.e^{\mathbf{A} t}\right|_{t=0}=\mathbb{I}$.

### 3.5.4 Computation of $e^{\mathbf{A} t}$ using the Jordan form of A

In that section we will assume that the algebraic multiplicity $n_{i}$ of an eigenvalue $\lambda_{i}$ of matrix $\mathbf{A} \in \mathbb{R}^{n \times n}$, that is the number of times that $\lambda_{i}$ appears as a root of the characteristic polynomial $\operatorname{det}(s \mathbb{I}-\mathbf{A})$, is not equal (actually strictly greater) to its geometric multiplicity $q_{i}$, that is the dimension of the kernel of $\lambda_{i} \mathbb{I}-\mathbf{A}$. In that situation eigenvalue $\lambda_{i}$ is said to be degenerate and matrix $\mathbf{A}$ is not diagonalizable. Nevertheless, a block-diagonal form $\boldsymbol{\Lambda}$ of matrix $\mathbf{A}$ can be achieved using its Jordan form:

$$
\boldsymbol{\Lambda}=\left[\begin{array}{ll}
\mathrm{D} & \mathbf{0}  \tag{3.71}\\
\mathbf{0} & \mathbf{J}
\end{array}\right]
$$

As in the previous section, it can be shown that:

$$
\begin{equation*}
e^{\mathbf{A} t}=\mathbf{P} e^{\boldsymbol{\Lambda} t} \mathbf{P}^{-1} \tag{3.72}
\end{equation*}
$$

where:

$$
\begin{align*}
e^{\boldsymbol{\Lambda} t} & =e^{\left[\begin{array}{cc}
\mathbf{D} t & \mathbf{0} \\
\mathbf{0} & \mathbf{J} t
\end{array}\right]} \\
& =\sum_{k=0}^{\infty} \frac{1}{k!}\left[\begin{array}{cc}
\mathbf{D} t & \mathbf{0} \\
\mathbf{0} & \mathbf{J} t
\end{array}\right]^{k}  \tag{3.73}\\
& =\left[\begin{array}{cc}
\sum_{k=0}^{\infty} \frac{1}{k!}(\mathbf{D} t)^{k} & \mathbf{0} \\
\mathbf{0} & \sum_{k=0}^{\infty} \frac{1}{k!}(\mathbf{J} t)^{k}
\end{array}\right] \\
& =\left[\begin{array}{cc}
e^{\mathbf{D} t} & \mathbf{0} \\
\mathbf{0} & e^{\mathbf{J} t}
\end{array}\right]
\end{align*}
$$

- Matrix $\mathbf{D}$ is a diagonal matrix which is build form the non-degenerate eigenvalues of A. It has been seen in the previous section how to get $e^{\mathrm{D} t}$ in that case;
- Matrix $\mathbf{J}$ is a block-diagonal matrix build from Jordan blocks $\mathbf{J}_{i}$ :

$$
\mathbf{J}=\left[\begin{array}{ccc}
\mathbf{J}_{1} & 0 &  \tag{3.74}\\
0 & \ddots & \ddots \\
& \ddots & \mathbf{J}_{i}
\end{array}\right] \Rightarrow e^{\mathbf{J} t}=\left[\begin{array}{ccc}
e^{\mathbf{J}_{1} t} & 0 & \\
0 & \ddots & \ddots \\
& \ddots & e^{\mathbf{J}_{i} t}
\end{array}\right]
$$

Each Jordan blocks $\mathbf{J}_{i}$ corresponds to a degenerate eigenvalue $\lambda_{i}$.
We will see hereafter how to compute $e^{\mathbf{J}_{i} t}$.

- Assume that $\lambda_{i}$ is a real eigenvalue, $\lambda_{i} \in \mathbb{R}$. Then the Jordan block $\mathbf{J}_{i}$ corresponding to $\lambda_{i}$ is a square matrix of order $n_{i}$ with the following structure (note the the number of 1 over the diagonal is equal to $n_{i}-q_{i}$ ):

$$
\mathbf{J}_{i}=\left[\begin{array}{cccc}
\lambda_{i} & 1 & & 0  \tag{3.75}\\
0 & \ddots & \ddots & \\
0 & 0 & \ddots & 1 \\
0 & 0 & 0 & \lambda_{i}
\end{array}\right]=\lambda_{i} \mathbb{I}_{n_{i}}+\mathbf{N}
$$

Matrix $\mathbf{N}$ is a nilpotent matrix of order $n_{i}$ which obviously commutes with $\lambda_{i} \mathbb{I}_{n_{i}}$. Consequently, $e^{\mathbf{J}_{i} t}$ reads:

$$
\begin{align*}
& e^{\mathbf{J}_{i} t}=e^{\lambda_{i} \mathbb{I}_{n_{i}} t} e^{\mathbf{N} t} \\
& \Leftrightarrow e^{\mathbf{J}_{i} t}=e^{\lambda_{i} t}\left(\mathbb{I}_{n_{i}}+\mathbf{N} \frac{t}{1!}+\cdots+\mathbf{N}^{n_{i}-1} \frac{t^{n_{i}-1}}{\left(n_{i}-1\right)!}\right) \tag{3.76}
\end{align*}
$$

- Alternatively, if $\lambda_{i}$ is a complex valued eigenvalue, then $\lambda_{i}$ reads $a+j b$. In that case, the complex conjugate of $\lambda_{i}$ is also an eigenvalue of $\mathbf{A}$. In that case, the Jordan block $\mathbf{J}_{i}$ corresponding to $\lambda_{i}$ and its complex conjugate value is a square matrix of order $2 n_{i}$ with the following structure:

$$
\mathbf{J}_{i}=\left[\begin{array}{cccc}
\boldsymbol{\Lambda}_{i} & \mathbb{I} & & 0  \tag{3.77}\\
0 & \ddots & \ddots & \\
0 & 0 & \ddots & \mathbb{I} \\
0 & 0 & 0 & \boldsymbol{\Lambda}_{i}
\end{array}\right] \text { où }\left\{\begin{array}{l}
\boldsymbol{\Lambda}_{i}=\left[\begin{array}{cc}
a & b \\
-b & a
\end{array}\right] \\
\mathbb{I}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right]
\end{array}\right.
$$

The Jordan block can be rewritten as follows:

$$
\left.\left.\mathbf{J}_{i}=a \mathbb{I}_{2 n_{i}}+\left[\begin{array}{ccc}
{\left[\begin{array}{cc}
0 & b \\
-b & 0
\end{array}\right]} & &  \tag{3.78}\\
& & \ddots
\end{array}\right] \begin{array}{cc}
0 & b \\
-b & 0
\end{array}\right]\right]+\mathbf{N}
$$

Matrix $\mathbf{N}$ is a nilpotent matrix of order $2 n_{i}$ and the exponential of matrix $\mathbf{J}_{i}$ reads:

$$
e^{\mathbf{J}_{i} t}=e^{a t}\left[\begin{array}{ccc}
\mathbf{R}(b t) & &  \tag{3.79}\\
& \ddots & \\
& & \mathbf{R}(b t)
\end{array}\right]\left(\mathbb{I}_{2 n_{i}}+\mathbf{N} \frac{t}{1!}+\cdots+\mathbf{N}^{n_{i}-1} \frac{t^{n_{i}-1}}{\left(n_{i}-1\right)!}\right)
$$

where matrix $\mathbf{R}(b t)$ is the following rotation matrix:

$$
\mathbf{R}(b t)=e^{\left[\begin{array}{cc}
0 & b t  \tag{3.80}\\
-b t & 0
\end{array}\right]}=\left[\begin{array}{cc}
\cos (b t) & \sin (b t) \\
-\sin (b t) & \cos (b t)
\end{array}\right]
$$

Example 3.4. Compute $e^{\mathbf{J} t}$ where matrix $\mathbf{J}$ reads as follows:

$$
\mathbf{J}=\left[\begin{array}{ll}
1 & 1  \tag{3.81}\\
0 & 1
\end{array}\right]
$$

Matrix $\mathbf{J}$ is a Jordan matrix. Then $e^{\mathbf{J} t}$ is computed as follows:

$$
\mathbf{J}=\left[\begin{array}{ll}
1 & 0  \tag{3.82}\\
0 & 1
\end{array}\right]+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]=\mathbb{I}_{2}+\mathbf{N}
$$

As far as nilpotent $\mathbf{N}$ commute with identity matrix and that the index of nilpotency of matrix $\mathbf{N}$ is 2 we can write:

$$
\begin{align*}
e^{\mathbf{J} t} & =e^{\left[\begin{array}{ll}
t & 0 \\
0 & t
\end{array}\right]_{e^{\mathbf{N} t} t}} \\
& =\left(\sum_{k=0}^{\infty} \frac{\left[\begin{array}{ll}
t & 0 \\
0 & t
\end{array}\right]^{k}}{k!}\right)\left(\sum_{k=0}^{2-1} \frac{\left[\begin{array}{cc}
0 & t \\
0 & 0
\end{array}\right]^{k}}{k!}\right)  \tag{3.83}\\
& =\left[\begin{array}{cc}
e^{t} & 0 \\
0 & e^{t}
\end{array}\right]\left(\mathbb{I}_{2}+\mathbf{N} t\right)=\left[\begin{array}{cc}
e^{t} & 0 \\
0 & e^{t}
\end{array}\right]\left[\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right] \\
& =\left[\begin{array}{cc}
e^{t} & t e^{t} \\
0 & e^{t}
\end{array}\right]
\end{align*}
$$

Example 3.5. Compute $e^{\boldsymbol{\Lambda} t}$ where matrix $\boldsymbol{\Lambda}$ reads as follows:

$$
\boldsymbol{\Lambda}=\left[\begin{array}{lll}
2 & 0 & 0  \tag{3.84}\\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right]
$$

Matrix $\boldsymbol{\Lambda}$ is block diagonal:

$$
\boldsymbol{\Lambda}=\left[\begin{array}{cc}
\mathrm{D} & \mathbf{0}  \tag{3.85}\\
\mathbf{0} & \mathrm{~J}
\end{array}\right]
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{D}=2  \tag{3.86}\\
\mathbf{J}=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]
\end{array}\right.
$$

As far as $\boldsymbol{\Lambda}$ is block diagonal, $e^{\boldsymbol{\Lambda} t}$ is computed as follows:

$$
e^{\boldsymbol{\Lambda} t}=\left[\begin{array}{cc}
e^{\mathbf{D} t} & \mathbf{0}  \tag{3.87}\\
\mathbf{0} & e^{\mathbf{J} t}
\end{array}\right]
$$

Using the result of the preceding example, we get:

$$
\left\{\begin{array}{l}
e^{\mathbf{D} t}=e^{2 t}  \tag{3.88}\\
e^{\mathbf{J} t}=\left[\begin{array}{cc}
e^{t} & t e^{t} \\
0 & e^{t}
\end{array}\right]
\end{array}\right.
$$

Thus:

$$
e^{\boldsymbol{\Lambda} t}=\left[\begin{array}{ccc}
e^{2 t} & 0 & 0  \tag{3.89}\\
0 & e^{t} & t e^{t} \\
0 & 0 & e^{t}
\end{array}\right]
$$

### 3.5.5 Dunford (or Jordan-Chevalley) decomposition

Dunford (or Jordan-Chevalley) decomposition (Nelson Dunford was an American mathematician (1906-1986)) states that for any matrix A with real coefficients there exists a unique pair of a diagonalizable matrix $\mathbf{D}$ and a nilpotent matrix $\mathbf{N}$ which commutes with $\mathbf{D}$ such that:

$$
\begin{equation*}
\mathbf{A}=\mathbf{D}+\mathbf{N} \text { and } \mathbf{D N}=\mathbf{N D} \tag{3.90}
\end{equation*}
$$

Note that a necessary and sufficient condition for an endomorphism $\mathbf{A}$ in a vector space of dimension $n$ to be nilpotent is that its characteristic polynomial $\operatorname{det}(\lambda \mathbb{I}-\mathbf{A})$ be equal to $\lambda^{n}$.

Taking the exponential of the Dunford decomposition we get the following result since matrices $\mathbf{N}$ and $\mathbf{D}$ commute:

$$
\begin{equation*}
e^{\mathbf{A} t}=e^{(\mathbf{D}+\mathbf{N}) t}=e^{\mathbf{D} t} e^{\mathbf{N} t} \tag{3.91}
\end{equation*}
$$

Denoting $k$ the index of nilpotency of matrix $\mathbf{N}$ the previous expression becomes:

$$
\begin{equation*}
e^{\mathbf{A} t}=e^{\mathbf{D} t}\left(\mathbb{I}+\sum_{i=1}^{k-1} \frac{(\mathbf{N} t)^{i}}{i!}\right) \tag{3.92}
\end{equation*}
$$

Nilpotent matrix $\mathbf{N}$ is null when the dimension of the eigenspace generated by each eigenvalue of $\mathbf{A}$ is equal to the multiplicity of the eigenvalue or equivalently when all the roots of the minimal polynomial of $\mathbf{A}$ have multiplicity 1.

Note that we can write the following relation:

$$
\begin{equation*}
e^{\mathbf{D} t} e^{\mathbf{N} t}=e^{\mathbf{D} t}+e^{\mathbf{D} t}\left(e^{\mathbf{N} t}-\mathbb{I}\right) \tag{3.93}
\end{equation*}
$$

As far as matrix $\mathbf{N}$ is nilpotent, its spectrum is $\{0\}$. Therefore the spectrum of $e^{\mathbf{N} t}$ is $\{1\}$. We therefore deduce that matrix $e^{\mathbf{D} t}\left(e^{\mathbf{N} t}-\mathbb{I}\right)$ is also a nilpotent matrix.

Let $\chi_{A}(\lambda):=\operatorname{det}(\lambda \mathbb{I}-\mathbf{A})$ be the characteristic polynomial of matrix $\mathbf{A}$. Then Dunford decomposition is obtained from the partial fraction expansion of the inverse of its characteristic polynomial $\chi_{A}(\lambda)$. Let $\lambda_{i}$ be the eigenvalues of $\mathbf{A}, n_{i}$ the multiplicity of $\lambda_{i}$ and $r$ the number of distinct eigenvalues of $\mathbf{A}$. Then ${ }^{2}$ :

$$
\begin{align*}
\chi_{A}(\lambda) & =\prod_{i=1}^{r}\left(\lambda-\lambda_{i}\right)^{n_{i}} \\
\Rightarrow \frac{1}{\chi_{A}(\lambda)} & =\sum_{i=1}^{r}\left(\sum_{k=1}^{n_{i}} \frac{a_{i, k}}{\left(\lambda-\lambda_{i}\right)^{k}}\right)=\sum_{i=1}^{r}\left(\sum_{k=1}^{n_{i}} \frac{a_{i, k}\left(\lambda-\lambda_{i}\right)^{n_{i}-k}}{\left(\lambda-\lambda_{i}\right)^{n_{i}}}\right) \tag{3.94}
\end{align*}
$$

Setting $U_{i}(\lambda):=\sum_{k=1}^{n_{i}} a_{i, k}\left(\lambda-\lambda_{i}\right)^{n_{i}-k}$ where $U_{i}(\lambda)$ is a polynomial of degree $n_{i}-1$, we get:

$$
\begin{equation*}
\frac{1}{\chi_{A}(\lambda)}=\sum_{i=1}^{r} \frac{U_{i}(\lambda)}{\left(\lambda-\lambda_{i}\right)^{n_{i}}} \tag{3.95}
\end{equation*}
$$

Then multiplying by $\chi_{A}(\lambda)=\prod_{i=1}^{r}\left(\lambda-\lambda_{i}\right)^{n_{i}}$ it comes:

$$
\begin{equation*}
1=\sum_{i=1}^{r} U_{i}(\lambda) \prod_{i \neq j}\left(\lambda-\lambda_{i}\right)^{n_{i}}=\sum_{i=1}^{r} P_{i}(\lambda) \tag{3.96}
\end{equation*}
$$

Then it can be shown that:

$$
\begin{equation*}
\mathbf{D}=\sum_{i=1}^{r} \lambda_{i} P_{i}(\mathbf{A}) \text { and } \mathbf{N}=\mathbf{A}-\mathbf{D} \tag{3.97}
\end{equation*}
$$

Example 3.6. Let A be the following matrix:

$$
\mathbf{A}=\left[\begin{array}{rrr}
1 & 0 & 1  \tag{3.98}\\
-1 & 2 & 1 \\
1 & -1 & 1
\end{array}\right]
$$

The characteristic polynomial of $\mathbf{A}$ reads as follows:

$$
\begin{equation*}
\chi_{A}(\lambda):=\operatorname{det}(\lambda \mathbb{I}-\mathbf{A})=(\lambda-1)^{2}(\lambda-2) \tag{3.99}
\end{equation*}
$$

The eigenvalues of $\mathbf{A}$ are $\lambda_{1}=1$ with multiplicity $n_{1}=2$ and $\lambda_{2}=2$ with multiplicity $n_{2}=1$. Let's perform the product:

$$
\left(\mathbf{A}-\lambda_{1} \mathbb{I}_{3}\right)\left(\mathbf{A}-\lambda_{2} \mathbb{I}_{3}\right)=\left[\begin{array}{rrr}
1 & -1 & -1  \tag{3.100}\\
1 & -1 & -1 \\
0 & 0 & 0
\end{array}\right] \neq \mathbf{0}
$$

Therefore $(\lambda-1)(\lambda-2)$ is not an annihilating polynomial of $\mathbf{A}$. The minimal polynomial of $\mathbf{A}$ is therefore the characteristic polynomial $(\lambda-1)^{2}(\lambda-2)$. As the minimal polynomial does not have all its simple roots the matrix $\mathbf{A}$ is not

[^12]diagonalizable. We will use the Dunford decomposition to write $\mathbf{A}$ in the form $\mathbf{A}=\mathbf{D}+\mathbf{N}$ where $\mathbf{D}$ is diagonalizable and where $\mathbf{N}$ is nilpotent and commutes with $\mathbf{D}$.

First we compute the partial fraction expansion of $\frac{1}{\chi_{A}(\lambda)}$ :

$$
\begin{equation*}
\frac{1}{\chi_{A}(\lambda)}=-\frac{1}{\lambda-1}-\frac{1}{(\lambda-1)^{2}}+\frac{1}{(\lambda-2)}=\frac{U_{1}(\lambda)}{(\lambda-1)^{2}}+\frac{U_{2}(\lambda)}{\lambda-2} \tag{3.101}
\end{equation*}
$$

where:

$$
\left\{\begin{array}{l}
U_{1}(\lambda)=-\lambda  \tag{3.102}\\
U_{2}(\lambda)=1
\end{array}\right.
$$

Then multiplying by $\chi_{A}(\lambda)=(\lambda-1)^{2}(\lambda-2)$ we get:

$$
\begin{equation*}
1=\sum_{i=1}^{2} U_{i}(\lambda) \prod_{i \neq j}\left(\lambda-\lambda_{i}\right)^{n_{i}}=P_{1}(\lambda)+P_{2}(\lambda) \tag{3.103}
\end{equation*}
$$

where:

$$
\left\{\begin{array}{l}
P_{1}(\lambda)=-\lambda(\lambda-2)  \tag{3.104}\\
P_{2}(\lambda)=(\lambda-1)^{2}
\end{array}\right.
$$

We deduce that:

$$
\begin{align*}
\mathbf{D} & =\lambda_{1} P_{1}(\mathbf{A})+\lambda_{2} P_{2}(\mathbf{A}) \\
& =-\mathbf{A}\left(\mathbf{A}-2 \mathbb{I}_{3}\right)+2\left(\mathbf{A}-\mathbb{I}_{3}\right)^{2} \\
& =\left[\begin{array}{rrr}
2 & -1 & 0 \\
0 & 1 & 0 \\
1 & -1 & 1
\end{array}\right] \tag{3.105}
\end{align*}
$$

Let's compute the product $\left(\mathbf{D}-\lambda_{1} \mathbb{I}_{3}\right)\left(\mathbf{D}-\lambda_{2} \mathbb{I}_{3}\right)$. We get:

$$
\begin{equation*}
\left(\mathbf{D}-\lambda_{1} \mathbb{I}_{3}\right)\left(\mathbf{D}-\lambda_{2} \mathbb{I}_{3}\right)=\mathbf{0} \tag{3.106}
\end{equation*}
$$

Consequently $(\lambda-1)(\lambda-2)$ is an annihilating polynomial of $\mathbf{D}$. As all the roots of the annihilating polynomial of $\mathbf{D}$ have multiplicity 1, matrix $\mathbf{D}$ is diagonalizable. Then nilpotent matrix $\mathbf{N}$ is obtained as follows:

$$
\mathbf{N}=\mathbf{A}-\mathbf{D}=\left[\begin{array}{rrr}
-1 & 1 & 1  \tag{3.107}\\
-1 & 1 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

We can check that $\mathbf{N}$ commutes with $\mathbf{D}$ :

$$
\mathbf{N D}=\mathbf{D} \mathbf{N}=\left[\begin{array}{ccc}
-1 & 1 & 1  \tag{3.108}\\
-1 & 1 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

Consequently taking into account that $\mathbf{N}^{2}=\mathbf{0}$ we finally get:

$$
\begin{equation*}
e^{\mathbf{A} t}=e^{(\mathbf{D}+\mathbf{N}) t}=e^{\mathbf{D} t} e^{\mathbf{N} t}=e^{\mathbf{D} t}\left(\mathbb{I}_{3}+\mathbf{N} t\right) \tag{3.109}
\end{equation*}
$$

### 3.5.6 Computation of $e^{\mathbf{A} t}$ using the Laplace transform

Computation of $e^{\mathbf{A t} t}$ can be done using the Laplace transform. Denoting by $\mathcal{L}$ the Laplace transform and by $\mathcal{L}^{-1}$ the inverse Laplace transform we have the following property which extends to the vector case a well-known result in the scalar case:

$$
\begin{equation*}
\mathcal{L}\left[e^{\mathbf{A} t}\right]=(s \mathbb{I}-\mathbf{A})^{-1} \Leftrightarrow e^{\mathbf{A} t}=\mathcal{L}^{-1}\left[(s \mathbb{I}-\mathbf{A})^{-1}\right] \forall t \geq 0 \tag{3.110}
\end{equation*}
$$

Matrix $(s \mathbb{I}-\mathbf{A})^{-1}$ is called the resolvent of matrix $\mathbf{A}$. It can be computed using the Faddeev-Leverrier's method for example (see section 1.6).

The inverse Laplace transform is taken for each term of the resolvent of matrix A. We recall that the inverse Laplace transform of a strictly proper rational function $F(s)$ (i.e. the degree of the denominator is strictly greater than the degree of the denominator) can be obtained using the Mellin-Fourier integral.

The Mellin-Fourier integral reads:

$$
\begin{equation*}
g(t)=\mathcal{L}^{-1}[F(s)]=\sum_{\text {poles of } F(s)} \operatorname{Res}\left[F(s) e^{s t}\right] \quad \forall t \geq 0 \tag{3.111}
\end{equation*}
$$

The residue Res $\left[F(s) e^{s t}\right]$ shall be computed around each pole of $F(s)$. Assuming that $\lambda_{k}$ is a pole of multiplicity $n_{k}$ then the residue of $F(s)$ around pole $\lambda_{k}$ is given by:

$$
\begin{equation*}
\operatorname{Res}_{s=\lambda_{k}}\left[F(s) e^{s t}\right]=\left.\frac{1}{\left(n_{k}-1\right)!} \frac{d^{n_{k}-1}}{d s^{n_{k}-1}}\left(s-\lambda_{k}\right)^{n_{k}} F(s) e^{s t}\right|_{s=\lambda_{k}} \tag{3.112}
\end{equation*}
$$

Alternatively if resolvent of matrix $\mathbf{A}$ is decomposed as $\frac{\mathrm{N}(s)}{\Psi(s)}$ where degree of polynomial matrix $\mathbf{N}(s)$ is strictly lower than degree of polynomial $\Psi(s)=$ $\prod_{k}\left(s-\lambda_{k}\right)^{n_{k}}$ then the use of Mellin-Fourier integral leads to the following expression of $e^{\mathbf{A} t}$ :

$$
\begin{align*}
& (s \mathbb{I}-\mathbf{A})^{-1}=\frac{\mathbf{N}(s)}{\Psi(s)}=\frac{\mathbf{N}(s)}{\prod_{k}\left(s-\lambda_{k}\right)^{n_{k}}} \\
& \Rightarrow e^{\mathbf{A} t}=\left.\sum_{k} \frac{1}{\left(n_{k}-1\right)!} \frac{d^{n} k^{-1}}{d s^{n_{k}-1}}\left(s-\lambda_{k}\right)^{n_{k}} \frac{\mathbf{N}(s)}{\Psi(s)} e^{s t}\right|_{s=\lambda_{k}} \tag{3.113}
\end{align*}
$$

Example 3.7. Compute $e^{\mathbf{A} t}$ where:

$$
\mathbf{A}=\left[\begin{array}{ll}
0 & 1  \tag{3.114}\\
0 & 0
\end{array}\right]
$$

Here $n=2$ and the Faddeev-Leverrier's method (see section 1.6) reads:

Thus:

$$
(s \mathbb{I}-\mathbf{A})^{-1}=\frac{1}{\operatorname{det}(s \mathbb{I}-\mathbf{A})}\left(\mathbf{F}_{0} s+\mathbf{F}_{1}\right)=\frac{1}{s^{2}}\left[\begin{array}{cc}
s & 1  \tag{3.116}\\
0 & s
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{s} & \frac{1}{s^{2}} \\
0 & \frac{1}{s}
\end{array}\right]
$$

Then we have to apply the Mellin-Fourier integral as well as the residue theorem on each term of the resolvent matrix of $\mathbf{A}$ :

$$
\begin{align*}
& \mathcal{L}^{-1}\left[\frac{1}{s}\right]=\operatorname{Res}\left[\frac{1}{s} e^{s t}\right]_{s=0}=\left.\frac{1}{(1-1)!} \frac{d^{1-1}}{d s^{1-1} s} s \frac{1}{s} e^{s t}\right|_{s=0}=\left.e^{s t}\right|_{s=0}=1  \tag{3.117}\\
& \mathcal{L}^{-1}\left[\frac{1}{s^{2}}\right]=\operatorname{Res}\left[\frac{1}{s^{2}} e^{s t}\right]_{s=0}=\left.\frac{1}{(2-1)!} \frac{d^{2-1}}{d s^{2-1}} s^{2} \frac{1}{s^{2}} e^{s t}\right|_{s=0}=\left.t e^{s t}\right|_{s=0}=t
\end{align*}
$$

We finally get:

$$
\exp \left(\left[\begin{array}{ll}
0 & 1  \tag{3.118}\\
0 & 0
\end{array}\right] t\right)=\mathcal{L}^{-1}\left[\begin{array}{cc}
\frac{1}{s} & \frac{1}{s^{2}} \\
0 & \frac{1}{s}
\end{array}\right]=\left[\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right]
$$

Alternatively resolvent of matrix $\mathbf{A}$ can be decomposed as $\frac{\mathrm{N}(s)}{\Psi(s)}$. Indeed we have seen that:

$$
(s \mathbb{I}-\mathbf{A})^{-1}=\frac{1}{s^{2}}\left[\begin{array}{ll}
s & 1  \tag{3.119}\\
0 & s
\end{array}\right]
$$

The use of Mellin-Fourier integral leads to the following expression of $e^{\mathbf{A} t}$ :

$$
\begin{align*}
(s \mathbb{I}-\mathbf{A})^{-1} & =\frac{\mathbf{N}(s)}{\Psi(s)} \\
\Rightarrow e^{\mathbf{A} t} & =\left.\sum_{k} \frac{1}{\left(n_{k}-1\right)!} \frac{d^{n_{k}-1}}{d s^{k_{k}-1}}\left(s-\lambda_{k}\right)^{n_{k}} \frac{\mathbf{N}(s)}{\Psi(s)} e^{s t}\right|_{s=\lambda_{k}} \\
& =\left.\frac{1}{(2-1)!} \frac{d^{2-1}}{d s^{2-1}} s^{2} \frac{1}{s^{2}}\left[\begin{array}{ll}
s & 1 \\
0 & s
\end{array}\right] e^{s t}\right|_{s=0} \\
& =\left.\frac{d}{d s}\left[\begin{array}{cc}
s & 1 \\
0 & s
\end{array}\right] e^{s t}\right|_{s=0}  \tag{3.120}\\
& =\left.\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] e^{s t}\right|_{s=0}+\left.\left[\begin{array}{cc}
s & 1 \\
0 & s
\end{array}\right] t e^{s t}\right|_{s=0} \\
& =\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] t \\
& =\left[\begin{array}{ll}
1 & t \\
0 & 1
\end{array}\right]
\end{align*}
$$

Example 3.8. Compute $e^{\mathbf{A} t}$ where:

$$
\mathbf{A}=\left[\begin{array}{ll}
1 & 1  \tag{3.121}\\
0 & 0
\end{array}\right]
$$

We have:

$$
(s \mathbb{I}-\mathbf{A})^{-1}=\left(\left[\begin{array}{cc}
s-1 & -1  \tag{3.122}\\
0 & s
\end{array}\right]\right)^{-1}=\frac{1}{s(s-1)}\left[\begin{array}{cc}
s & 1 \\
0 & s-1
\end{array}\right]
$$

Thus $(s \mathbb{I}-\mathbf{A})^{-1}=\frac{\mathbf{N}(s)}{\Psi(s)}$ where $\Psi(s)=s(s-1)$ has two roots, $\lambda_{1}=0$ and $\lambda_{2}=1$, each of multiplicity 1 : $n_{1}=n_{2}=1$.

The use of Mellin-Fourier integral leads to the following expression of $e^{\mathbf{A t}}$ :

$$
\begin{align*}
(s \mathbb{I}-\mathbf{A})^{-1}= & \frac{\mathbf{N}(s)}{\Psi(s)} \\
\Rightarrow e^{\mathbf{A} t}= & \left.\sum_{k} \frac{1}{\left(n_{k}-1\right)!} \frac{d^{n} k^{-1}}{d s^{n} k^{-1}}\left(s-\lambda_{k}\right)^{n_{k}} \frac{\mathbf{N}(s)}{\Psi(s)} e^{s t}\right|_{s=\lambda_{k}} \\
= & \left.\frac{1}{(1-1)!} \frac{d^{1-1}}{d s^{1-1}} s \frac{1}{s(s-1)}\left[\begin{array}{cc}
s & 1 \\
0 & s-1
\end{array}\right] e^{s t}\right|_{s=0} \\
& +\left.\frac{1}{(1-1)!} \frac{d^{1-1}}{d s^{1-1}}(s-1) \frac{1}{s(s-1)}\left[\begin{array}{cc}
s & 1 \\
0 & s-1
\end{array}\right] e^{s t}\right|_{s=1}  \tag{3.123}\\
= & \left.\frac{1}{s-1}\left[\begin{array}{cc}
s & 1 \\
0 & s-1
\end{array}\right] e^{s t}\right|_{s=0}+\left.\frac{1}{s}\left[\begin{array}{cc}
s & 1 \\
0 & s-1
\end{array}\right] e^{s t}\right|_{s=1} \\
= & {\left[\begin{array}{cc}
0 & -1 \\
0 & 1
\end{array}\right]+\left[\begin{array}{cc}
1 & 1 \\
0 & 0
\end{array}\right] e^{t} } \\
= & {\left[\begin{array}{cc}
e^{t} & e^{t}-1 \\
0 & 1
\end{array}\right] }
\end{align*}
$$

Example 3.9. Compute $e^{\mathbf{A} t}$ where:

$$
\mathbf{A}=\left[\begin{array}{cc}
1 & 2  \tag{3.124}\\
0 & -5
\end{array}\right]
$$

Here $n=2$ and the Faddeev-Leverrier's method (see section 1.6) reads:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{F}_{0}=\mathbb{I} \\
d_{1}=\operatorname{tr}\left(\mathbf{A F}_{0}\right)=-4 \text { and } \mathbf{F}_{1}=\mathbf{A} \mathbf{F}_{0}-d_{1} \mathbb{I}=\left[\begin{array}{cc}
5 & 2 \\
0 & -1
\end{array}\right] \\
d_{2}=\frac{1}{2} \operatorname{tr}\left(\mathbf{A F}_{1}\right)=\frac{1}{2} \operatorname{tr}\left(\left[\begin{array}{ll}
5 & 0 \\
0 & 5
\end{array}\right]\right)=5
\end{array}\right.  \tag{3.125}\\
& \text { and } \operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{2}-d_{1} s-d_{2}=s^{2}+4 s-5=(s-1)(s+5)
\end{align*}
$$

Thus:

$$
\begin{align*}
& (s \mathbb{I}-\mathbf{A})^{-1}=\frac{1}{\operatorname{det}(s \mathbb{I}-\mathbf{A})}\left(\mathbf{F}_{0} s+\mathbf{F}_{1}\right)=\frac{1}{(s-1)(s+5)}\left[\begin{array}{cc}
s+5 & 2 \\
0 & s-1
\end{array}\right] \\
& \Leftrightarrow(s \mathbb{I}-\mathbf{A})^{-1}=\left[\begin{array}{cc}
\frac{1}{s-1} & \frac{2}{(s-1)(s+5)} \\
0 & \frac{1}{s+5}
\end{array}\right] \tag{3.126}
\end{align*}
$$

Then we have to apply the Mellin-Fourier integral as well as the residue theorem on each term of the resolvent matrix of $\mathbf{A}$ :

$$
\left\{\begin{array}{l}
\mathcal{L}^{-1}\left[\frac{1}{s-1}\right]=e^{t}  \tag{3.127}\\
\mathcal{L}^{-1}\left[\frac{1}{s+5}\right]=e^{-5 t} \\
\mathcal{L}^{-1}\left[\frac{2}{(s-1)(s+5)}\right]=2\left(\frac{1}{6} e^{t}-\frac{1}{6} e^{-5 t}\right)=\frac{1}{3} e^{t}-\frac{1}{3} e^{-5 t}
\end{array}\right.
$$

We finally get:

$$
\begin{align*}
\exp \left(\left[\begin{array}{cc}
1 & 2 \\
0 & -5
\end{array}\right] t\right) & =\mathcal{L}^{-1}\left[\begin{array}{cc}
\frac{1}{s-1} & \frac{2}{(s-1)(s+5)} \\
0 & \frac{1}{s+5}
\end{array}\right]  \tag{3.128}\\
& =\left[\begin{array}{cc}
e^{t} & \frac{1}{3} e^{t}-\frac{1}{3} e^{-5 t} \\
0 & e^{-5 t}
\end{array}\right]
\end{align*}
$$

Alternatively resolvent of matrix $\mathbf{A}$ can be decomposed as $\frac{\mathbf{N}(s)}{\Psi(s)}$. Indeed we have seen that:

$$
(s \mathbb{I}-\mathbf{A})^{-1}=\frac{1}{(s-1)(s+5)}\left[\begin{array}{cc}
s+5 & 2  \tag{3.129}\\
0 & s-1
\end{array}\right]
$$

The use of Mellin-Fourier integral leads to the following expression of $e^{\mathbf{A} t}$ :

$$
\begin{align*}
(s \mathbb{I}-\mathbf{A})^{-1}= & \frac{\mathbf{N}(s)}{\Psi(s)} \\
\Rightarrow e^{\mathbf{A} t}= & \left.\sum_{k} \frac{1}{\left(n_{k}-1\right)!} \frac{d^{n_{k}-1}}{d s^{n} k^{-1}}\left(s-\lambda_{k}\right)^{n_{k}} \frac{\mathbf{N}(s)}{\Psi(s)} e^{s t}\right|_{s=\lambda_{k}} \\
= & \left.(s-1) \frac{1}{(s-1)(s+5)}\left[\begin{array}{cc}
s+5 & 2 \\
0 & s-1
\end{array}\right] e^{s t}\right|_{s=1} \\
& +\left.(s+5) \frac{1}{(s-1)(s+5)}\left[\begin{array}{cc}
s+5 & 2 \\
0 & s-1
\end{array}\right] e^{s t}\right|_{s=-5}  \tag{3.130}\\
= & {\left.\left[\begin{array}{cc}
1 & \frac{1}{3} \\
0 & 0
\end{array}\right] e^{s t}\right|_{s=1}+\left.\left[\begin{array}{cc}
0 & -\frac{1}{3} \\
0 & 1
\end{array}\right] e^{s t}\right|_{s=-5} } \\
= & {\left[\begin{array}{cc}
e^{t} & \frac{1}{3} e^{t} \\
0 & 0
\end{array}\right]+\left[\begin{array}{cc}
0 & -\frac{1}{3} e^{-5 t} \\
0 & e^{-5 t}
\end{array}\right] } \\
= & {\left[\begin{array}{cc}
e^{t} & \frac{1}{3} e^{t}-\frac{1}{3} e^{-5 t} \\
0 & e^{-5 t}
\end{array}\right] }
\end{align*}
$$

Example 3.10. Compute $e^{\mathbf{A} t}$ where:

$$
\mathbf{A}=\left[\begin{array}{ccc}
2 & -1 & 0  \tag{3.131}\\
0 & 1 & 0 \\
1 & -1 & 1
\end{array}\right]
$$

From the Faddeev-Leverrier's method (see section 1.6) we get:

$$
(s \mathbb{I}-\mathbf{A})^{-1}=\left[\begin{array}{ccc}
\frac{1}{s-2} & \frac{-1}{(s-1)(s-2)} & 0  \tag{3.132}\\
0 & \frac{1}{s-1} & 0 \\
\frac{1}{(s-1)(s-2)} & \frac{-1}{(s-1)(s-2)} & \frac{1}{s-1}
\end{array}\right]
$$

Then we have to apply the Mellin-Fourier integral as well as the residue theorem on each term of the resolvent matrix of $\mathbf{A}$ :

$$
\left\{\begin{array}{l}
\mathcal{L}^{-1}\left[\frac{1}{s-2}\right]=e^{2 t}  \tag{3.133}\\
\mathcal{L}^{-1}\left[\frac{1}{s-1}\right]=e^{t} \\
\mathcal{L}^{-1}\left[\frac{1}{(s-1)(s-2)}\right]=e^{2 t}-e^{t}
\end{array}\right.
$$

We finally get:

$$
e^{\mathbf{A} t}=\left[\begin{array}{ccc}
e^{2 t} & e^{t}-e^{2 t} & 0  \tag{3.134}\\
0 & e^{t} & 0 \\
e^{2 t}-e^{t} & e^{t}-e^{2 t} & e^{t}
\end{array}\right]
$$

### 3.6 Stability

There are two different definitions of stability: internal stability and inputoutput stability:

- A linear time-invariant system is internally stable if its the zero-input state $e^{\mathbf{A} t} \underline{x}_{0}$ moves towards zero for any initial state $\underline{x}_{0}$. This is a basic requirement for feedback system. Indeed interconnected systems may be subject to some nonzero initial conditions and some (possibly small) errors and it is not acceptable from a practical point of view that such nonzero initial conditions lead to unbounded signals in the closed-loop system.
- A linear time-invariant system is input-output stable if its zero-state output is bounded for all bounded inputs. This type of stability is also called Bounded-Input Bounded-Output (BIBO) stability. Bounded-Input Bounded-Output (BIBO) stability guarantees that all signals in a system are bounded provided that the input signals (at any locations) are bounded.

We have seen in (3.13) that the output response $\underline{y}(t)$ of a linear time-invariant system is the following:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}+\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau+\mathbf{D} \underline{u}(t) \tag{3.135}
\end{equation*}
$$

Assuming that matrix $\mathbf{A}$ is diagonalizable, we have seen in (3.52) that $e^{\mathbf{A} t}$ can be obtained using the following relation :

$$
\begin{equation*}
e^{\mathbf{A} t}=\mathbf{P} e^{\boldsymbol{\Lambda} t} \mathbf{P}^{-1}=\sum_{i=1}^{n} \underline{v}_{i} \underline{w}_{i}^{T} e^{\lambda_{i} t} \tag{3.136}
\end{equation*}
$$

Thus;

- The zero-input state, which is obtained when $\underline{u}(t)=\underline{0}$, has the following expression:

$$
\begin{equation*}
\underline{x}(t)=e^{\mathbf{A} t} \underline{x}_{0}=\sum_{i=1}^{n} \underline{v}_{i} \underline{\boldsymbol{w}}_{i}^{T} e^{\lambda_{i} t} \underline{x}_{0} \tag{3.137}
\end{equation*}
$$

Consequently the zero-input state moves towards zero for any initial state $\underline{x}_{0}$ as soon as all the eigenvalues $\lambda_{i}$ of matrix $\mathbf{A}$ are situated in the open left-half plane (they have strictly negative real part). This means that a linear time-invariant system is internally stable when all the eigenvalues $\lambda_{i}$ of matrix $\mathbf{A}$ are situated in the open left-half plane (i.e. they have strictly negative real part).
The result which have been shown assuming that matrix $\mathbf{A}$ is diagonalizable can be extended to the general case where matrix $\mathbf{A}$ is not diagonalizable; in that situation this is the Jordan form of $\mathbf{A}$ which leads to the same result concerning internal stability.

- The zero-state output, which is obtained when $\underline{x}_{0}=\underline{0}$, has the following expression:

$$
\begin{align*}
\underline{y}(t) & =\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau+\mathbf{D} \underline{u}(t)  \tag{3.138}\\
& =\left(\mathbf{C} e^{\mathbf{A t} t} \mathbf{B}+\mathbf{D} \delta(t)\right) * \underline{u}(t)
\end{align*}
$$

It can be shown that the zero-state output is bounded if and only all the poles of each term of the transfer function $\mathbf{F}(s)$ are situated in the open left-half plane (i.e. they have strictly negative real part):

$$
\begin{equation*}
\mathbf{F}(s)=\mathcal{L}\left[\mathbf{C} e^{\mathbf{A t} t} \mathbf{B}+\mathbf{D} \delta(t)\right]=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{3.139}
\end{equation*}
$$

The two types of stability are related. Indeed:

- If a linear time invariant system is internally stable it is also input-output (or BIBO) stable because all the poles of the transfer function $\mathbf{F}(s)$ are eigenvalues of matrix $\mathbf{A}$;
- Nevertheless the converse is not true since matrix A could have unstable hidden modes which do not appear in the poles of $\mathbf{F}(s)$. Indeed there may be pole-zero cancellation while computing $\mathbf{F}(s)$. Thus a system may be BIBO stable even when some eigenvalues of $\mathbf{A}$ do not have negative real part.
Example 3.11. Let's consider the following realization:

$$
\left(\begin{array}{l|l}
\mathbf{A} & \mathbf{B}  \tag{3.140}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{rr|r}
-1 & 10 & -2 \\
0 & 1 & 0 \\
\hline-2 & 3 & -2
\end{array}\right)
$$

Matrix A has a stable mode, which is -1 , and an unstable mode, which is 1. Thus the system is not internally stable.

When computing the transfer function of the system we can observe a pole / zero cancellation of the unstable mode:

$$
\begin{align*}
F(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \\
& =\left[\begin{array}{ll}
-2 & 3
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{s+1} & \frac{10}{s^{2}-1} \\
0 & \frac{1}{s-1}
\end{array}\right]\left[\begin{array}{c}
-2 \\
0
\end{array}\right]-2  \tag{3.141}\\
& =\frac{4}{s+1}-2 \\
& =\frac{-2 s+2}{s+1}
\end{align*}
$$

The pole of the transfer function $F(s)$ is -1 . Thus the system is BIBO stable but not internally stable.

### 3.7 Controllability

### 3.7.1 Definition

Let's consider the state trajectory $\underline{x}(t)$ of a linear time-invariant system:

$$
\begin{equation*}
\underline{x}(t)=e^{\mathbf{A} t} \underline{x}_{0}+\int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau \tag{3.142}
\end{equation*}
$$

Where $\mathbf{A}$ is a $n \times n$ real matrix and $\mathbf{B}$ is a $n \times m$ real matrix.
Controllability answers the question whether it is possible to control the state vector $\underline{x}(t)$ through an appropriate choice of the input signal $\underline{u}(t)$.

More precisely an initial state $\underline{x}_{0}$ is said controllable if and only if there exists an input signal $\underline{u}(t)$ which is able to move the state vector $\underline{x}(t)$ from an initial state $\underline{x}(0)=\underline{x}_{0}$ at $t=0$ to the origin $\underline{x}\left(t_{f}\right)=\underline{0}$ in a finite time $t_{f}$. We said that a system is controllable when any arbitrary initial state $\underline{x}_{0} \in \mathbb{R}^{n}$ is controllable ${ }^{3}$.

If the system is controllable then the input signal $\underline{u}(t)$ which is able to move the state vector $\underline{x}(t)$ from an initial state $\underline{x}(0)=\underline{x}_{0}$ at $t=0$ to the origin $\underline{x}\left(t_{f}\right)=\underline{0}$ in a finite time $t_{f}$ reads ${ }^{4}$ :

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{B}^{T} e^{\mathbf{A}^{T}\left(t_{f}-t\right)} \mathbf{W}_{c}^{-1}\left(t_{f}\right) e^{\mathbf{A} t_{f}} \underline{x}_{0} \tag{3.143}
\end{equation*}
$$

Where $\mathbf{W}_{c}\left(t_{f}\right)$ is a symmetric matrix defined as follows:

$$
\begin{equation*}
\mathbf{W}_{c}\left(t_{f}\right)=\int_{0}^{t_{f}} e^{\mathbf{A} \tau} \mathbf{B B}^{T} e^{\mathbf{A}^{T} \tau} d \tau \tag{3.144}
\end{equation*}
$$

Indeed when $\underline{x}\left(t_{f}\right)$ is computed with this control we get $\underline{x}\left(t_{f}\right)=\underline{0}$ :

$$
\begin{align*}
\underline{x}\left(t_{f}\right) & =e^{\mathbf{A} t_{f}} \underline{x}_{0}+\int_{0}^{t_{f}} e^{\mathbf{A}\left(t_{f}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau \\
& =e^{\mathbf{A} t_{f}} \underline{x}_{0}-\int_{0}^{t_{f}} e^{\mathbf{A}\left(t_{f}-\tau\right)} \mathbf{B B}^{T} e^{\mathbf{A}^{T}\left(t_{f}-\tau\right)} \mathbf{W}_{c}^{-1}\left(t_{f}\right) e^{\mathbf{A} t_{f}} \underline{x}_{0} d \tau \\
& =e^{\mathbf{A} t_{f}} \underline{x}_{0}+\left(\int_{t_{f}}^{0} e^{\mathbf{A} v} \mathbf{B B}^{T} e^{\mathbf{A}^{T} v} d v\right) \mathbf{W}_{c}^{-1}\left(t_{f}\right) e^{\mathbf{A} t_{f}} \underline{x}_{0}  \tag{3.145}\\
& =e^{\mathbf{A} t_{f}} \underline{x}_{0}-\left(\int_{0}^{t_{f}} e^{\mathbf{A} \tau} \mathbf{B B}^{T} e^{\mathbf{A}^{T} \tau} d \tau\right) \mathbf{W}_{c}^{-1}\left(t_{f}\right) e^{\mathbf{A} t_{f}} \underline{x}_{0} \\
& =e^{\mathbf{A} t_{f}} \underline{x}_{0}-\mathbf{W}_{c}\left(t_{f}\right) \mathbf{W}_{c}^{-1}\left(t_{f}\right) e^{\mathbf{A} t_{f}} \underline{x}_{0} \\
& =\underline{0}
\end{align*}
$$

More generally one can verify that a particular input which achieves $\underline{x}\left(t_{f}\right)=$ $\underline{x}_{f}$ is given by ${ }^{4}$ :

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{B}^{T} e^{\mathbf{A}^{T}\left(t_{f}-t\right)} \mathbf{W}_{c}^{-1}\left(t_{f}\right)\left(e^{\mathbf{A} t_{f}} \underline{x}_{0}-\underline{x}_{f}\right) \tag{3.146}
\end{equation*}
$$

Consequently a system is controllable if and only if symmetric matrix $\mathbf{W}_{c}\left(t_{f}\right)$ is nonsingular for any $t_{f}>0$. Furthermore $\mathbf{W}_{c}(t)$ is the solution of the following differential equation:

$$
\begin{equation*}
\mathbf{A} \mathbf{W}_{c}(t)+\mathbf{W}_{c}(t) \mathbf{A}^{T}+\mathbf{B B}^{T}=\frac{d}{d t} \mathbf{W}_{c}(t) \tag{3.147}
\end{equation*}
$$

If all eigenvalues of matrix $\mathbf{A}$ have negative real parts ( $\mathbf{A}$ is said to be Hurwitz) then $\mathbf{W}_{c}(t)$ tends towards a constant matrix as $t \rightarrow \infty$. The controllability Gramian $\mathbf{W}_{c}$ is the following positive definite symmetric matrix:

$$
\begin{equation*}
\mathbf{W}_{c}=\int_{0}^{\infty} e^{\mathbf{A} \tau} \mathbf{B B}^{T} e^{\mathbf{A}^{T} \tau} d \tau \tag{3.148}
\end{equation*}
$$

It can be shown that $\mathbf{W}_{c}$ is the unique solution of the following Lyapunov equation:

$$
\begin{equation*}
\mathbf{A W}_{c}+\mathbf{W}_{c} \mathbf{A}^{T}+\mathbf{B B}^{T}=\mathbf{0} \tag{3.149}
\end{equation*}
$$

[^13]
### 3.7.2 Kalman's controllability rank condition

Let $\mathbf{Q}_{c}$ be the controllability matrix. Matrix $\mathbf{Q}_{c}$ is defined as follows:

$$
\mathbf{Q}_{c}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B} \tag{3.150}
\end{array}\right]
$$

It can be shown that a linear system is controllable if and only if the rank of the controllability matrix $\mathbf{Q}_{c}$ is equal to $n$. This is the Kalman's controllability rank condition.

The sketch of the demonstration is the following:

- First we recall that the expression of the state vector $\underline{x}(t)$ at time $t=t_{f}$ which solves the state equation (3.1) is:

$$
\begin{equation*}
\underline{x}\left(t_{f}\right)=e^{\mathbf{A} t_{f}} \underline{x}_{0}+\int_{0}^{t_{f}} e^{\mathbf{A}\left(t_{f}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau \tag{3.151}
\end{equation*}
$$

As far as $\underline{x}_{0}, t_{f}$ and $\underline{x}\left(t_{f}\right)$ are assumed to be known we rewrite the preceding equation as follows:

$$
\begin{equation*}
e^{-\mathbf{A} t_{f}} \underline{x}\left(t_{f}\right)-\underline{x}_{0}=\int_{0}^{t_{f}} e^{-\mathbf{A} \tau} \mathbf{B} \underline{u}(\tau) d \tau \tag{3.152}
\end{equation*}
$$

- To continue the sketch of the proof we need the Cayley-Hamilton theorem. Let $\chi_{A}(s)$ be the characteristic polynomial of the $n \times n$ matrix $\mathbf{A}$. We write the characteristic polynomial $\chi_{A}(s)$ of matrix $\mathbf{A}$ as follows:

$$
\begin{equation*}
\chi_{A}(s):=\operatorname{det}(s \mathbb{I}-\mathbf{A})=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{3.153}
\end{equation*}
$$

The Cayley-Hamilton theorem states that substituting matrix $\mathbf{A}$ for $s$ in the characteristic polynomial $\chi_{A}(s)$ of matrix $\mathbf{A}$ results in the zero matrix ${ }^{5}$ :

$$
\begin{equation*}
\chi_{A}(\mathbf{A})=\mathbf{0}=\mathbf{A}^{n}+a_{n-1} \mathbf{A}^{n-1}+\cdots+a_{1} \mathbf{A}+a_{0} \mathbb{I} \tag{3.154}
\end{equation*}
$$

From the preceding equation it is clear that we can express $\mathbf{A}^{n}$ as a function of $\mathbf{A}^{k}$ where $0 \leq k \leq n-1$ :

$$
\begin{equation*}
\mathbf{A}^{n}=-a_{n-1} \mathbf{A}^{n-1}-\cdots-a_{1} \mathbf{A}-a_{0} \mathbb{I} \tag{3.155}
\end{equation*}
$$

More generally this relation allows to replace a term of the form $\mathbf{A}^{m}$ where $m \geq n$ by a linear combination of $\mathbf{A}^{k}$ where $0 \leq k \leq n-1$. When we use this property to replace the terms $\mathbf{A}^{m}$ where $m \geq n$ in the series expansion of $e^{\mathbf{A} t}$ we get the following relation:

$$
\left\{\begin{array}{l}
e^{\mathbf{A} t}=\sum_{k=0}^{\infty} \frac{(\mathbf{A} t)^{k}}{k!}=\sum_{k=0}^{n-1} \frac{\mathbf{A}^{k} t^{k}}{k!}+\sum_{k=n}^{\infty} \frac{\mathbf{A}^{k} t^{k}}{k!}  \tag{3.156}\\
\mathbf{A}^{n}=-a_{n-1} \mathbf{A}^{n-1}-\cdots-a_{1} \mathbf{A}-a_{0} \mathbb{I} \\
\mathbf{A}^{m}=\sum_{i=0}^{n-1} \alpha_{i} \mathbf{A}^{i} \quad \forall m \geq n
\end{array}\right.
$$

[^14]Consequently the series expansion of $e^{\mathbf{A} t}$ can be cut so that no power of matrix $\mathbf{A}$ greater that $n$ appears in the series expansion:

$$
\begin{equation*}
e^{\mathbf{A} t}=\sum_{k=0}^{n-1} \gamma_{k}(t) \mathbf{A}^{k} \tag{3.157}
\end{equation*}
$$

where $\gamma_{k}(t)$ are functions of time $t$. As far as $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ is equal to zero when $s=\lambda_{i}$ is an eigenvalue of matrix $\mathbf{A}$ the preceding matrix relation is also be obtained for all the eigenvalues of matrix $\mathbf{A}$. We obtain the following relation which is satisfied by the functions $\gamma_{k}(t)$ :

$$
\begin{equation*}
e^{\lambda_{i} t}=\sum_{k=0}^{n-1} \gamma_{k}(t) \lambda_{i}^{k} \tag{3.158}
\end{equation*}
$$

- Using (3.157) and the fact that functions $\gamma_{k}(t)$ are scalar functions (3.152) is rewritten as follows:

$$
\begin{align*}
e^{-\mathbf{A} t_{f}} \underline{x}\left(t_{f}\right)-\underline{x}_{0} & =\int_{0}^{t_{f}} e^{-\mathbf{A} \tau} \mathbf{B} \underline{u}(\tau) d \tau \\
& =\int_{0}^{t_{f}} \sum_{k=0}^{n-1} \gamma_{k}(-\tau) \mathbf{A}^{k} \mathbf{B} \underline{u}(\tau) d \tau  \tag{3.159}\\
& =\sum_{k=0}^{n-1} \int_{0}^{t_{f}} \gamma_{k}(-\tau) \mathbf{A}^{k} \mathbf{B} \underline{u}(\tau) d \tau \\
& =\sum_{k=0}^{n-1} \mathbf{A}^{k} \mathbf{B} \int_{0}^{t_{f}} \gamma_{k}(-\tau) \underline{u}(\tau) d \tau
\end{align*}
$$

Now let's introduce vector $\underline{w}\left(t_{f}\right)$ whose $n$ components $w_{0}\left(t_{f}\right), w_{1}\left(t_{f}\right), \cdots, w_{n-1}\left(t_{f}\right)$ are defined as follows:

$$
\begin{equation*}
w_{k}\left(t_{f}\right)=\int_{0}^{t_{f}} \gamma_{k}(-\tau) \underline{u}(\tau) d \tau \quad \forall 0 \leq k \leq n-1 \tag{3.160}
\end{equation*}
$$

Thus Equation (3.159) reads:

$$
\begin{align*}
e^{-\mathbf{A} t_{f}} \underline{x}\left(t_{f}\right)-\underline{x}_{0} & =\sum_{k=0}^{n-1} \mathbf{A}^{k} \mathbf{B} \int_{0}^{t_{f}} w_{k}\left(t_{f}\right) \\
& =\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right]\left[\begin{array}{c}
w_{0}\left(t_{f}\right) \\
w_{1}\left(t_{f}\right) \\
\vdots \\
w_{n-1}\left(t_{f}\right)
\end{array}\right]  \tag{3.161}\\
& =\mathbf{Q}_{c} \underline{w}\left(t_{f}\right)
\end{align*}
$$

In order to be able to compute the expression of vector $\underline{w}\left(t_{f}\right)$ and then solving the integral equation in the input signal $\underline{u}(t)$, the controllability matrix $\mathbf{Q}_{o}$ shall be invertible; consequently the rank of the controllability matrix $\mathbf{Q}_{c}$ shall be equal to $n$. Thus we retrieve the Kalman's controllability rank condition.

Example 3.12. Let's consider the following realization:

$$
\left(\begin{array}{l|l}
\mathbf{A} & \mathbf{B}  \tag{3.162}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{rr|r}
-1 & 10 & -2 \\
0 & 1 & 0 \\
\hline-2 & 3 & -2
\end{array}\right)
$$

The controllability matrix $\mathbf{Q}_{c}$ reads:

$$
\begin{align*}
\mathbf{Q}_{c} & =[\mathbf{B} \mid \mathbf{A B}]  \tag{3.163}\\
& =\left[\begin{array}{c|cc}
-2 & {\left[\begin{array}{cc}
-1 & 10 \\
0 & 0 \\
1
\end{array}\right]\left[\begin{array}{c}
-2 \\
0
\end{array}\right]} \\
& =\left[\begin{array}{cc}
-2 & 2 \\
0 & 0
\end{array}\right]
\end{array}\right.
\end{align*}
$$

Consequently $\operatorname{rank}\left(\mathbf{Q}_{c}\right)=1 \neq 2$. We conclude that the system in not controllable.

### 3.7.3 Use of the diagonal form: Gilbert's criteria

Assuming that all eigenvalues are distinct, controllability property can be readily analyzed by inspecting the null rows of the input matrix $\mathbf{B}_{m}$ as soon as we get the modal (or diagonal) form of the state-space representation.

Indeed we have seen in the the chapter dedicated to the state-space representation that for a single input system matrices $\mathbf{A}_{m}$ and $\mathbf{B}_{m}$ of the state equation $\underline{\dot{x}}(t)=\mathbf{A}_{m} \underline{x}(t)+\mathbf{B}_{m} \underline{u}(t)$ read as follows assuming that matrix $\mathbf{A}_{m}$ has $n$ independent eigenvectors:

$$
\left\{\begin{array}{c}
\mathbf{A}_{m}=\left[\begin{array}{cccc}
\lambda_{1} & 0 & & 0 \\
0 & \lambda_{2} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right]  \tag{3.164}\\
\mathbf{B}_{m}=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right]
\end{array}\right.
$$

Thus in the time domain the diagonal form of the state-space representation $\underline{\dot{x}}(t)=\mathbf{A}_{m} \underline{x}(t)+\mathbf{B}_{m} \underline{u}(t)$ reads:

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=\lambda_{1} x_{1}(t)+b_{1} u(t)  \tag{3.165}\\
\dot{x}_{2}(t)=\lambda_{2} x_{2}(t)+b_{2} u(t) \\
\vdots \\
\dot{x}_{n}(t)=\lambda_{n} x_{n}(t)+b_{n} u(t)
\end{array}\right.
$$

Gilbert's controllability criteria (1963) states that a multi inputs system with distinct eigenvalues is controllable if and only if each row of control matrix $\mathbf{B}_{m}$ of the diagonal realization (all eigenvalues are distinct) has at least one non zero element.

Indeed if at least one of the $b_{i}$ 's coefficients is zero then the state component $x_{i}(t)$ is independent of the input signal $u(t)$ and the state is uncontrollable.

Alternatively, if we apply Kalman's controllability rank condition in the modal basis we get:

$$
\begin{align*}
\mathbf{A}_{m} & =\left[\begin{array}{ccc}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{n}
\end{array}\right] \\
\Rightarrow \mathbf{Q}_{c m} & =\left[\begin{array}{llll}
\mathbf{B}_{m} & \mathbf{A}_{m} \mathbf{B}_{m} & \cdots & \mathbf{A}_{m}^{n-1} \mathbf{B}_{m}
\end{array}\right]=\left[\begin{array}{cccc}
b_{1} & b_{1} \lambda_{1} & \cdots & b_{1} \lambda_{1}^{n-1} \\
b_{2} & b_{2} \lambda_{2} & \cdots & b_{2} \lambda_{2}^{n-1} \\
\vdots & \vdots & \vdots & \vdots \\
b_{n} & b_{n} \lambda_{n} & \cdots & b_{n} \lambda_{n}^{n-1}
\end{array}\right] \tag{3.1.16}
\end{align*}
$$

Then it can be seen that $\mathbf{Q}_{c m}$ is full rank as soon as $b_{i} \neq 0 \forall i=1, \cdots, n$.
For multi inputs system with $m$ inputs then matrix $\mathbf{B}$ has $m$ columns and the preceding analysis is readily extended to each column of matrix $\mathbf{B}$ assuming that the state-space representation is the diagonal form.

### 3.7.4 Popov-Belevitch-Hautus (PBH) test

There exists another test for controllability which is called the Popov-BelevitchHautus (PBH) test.

Popov-Belevitch-Hautus (PBH) test indicates that a linear system is controllable when the rank of matrix $\left[\begin{array}{ll}\mathbf{A}-\lambda_{i} \mathbb{I} & \mathbf{B}\end{array}\right]$ is equal to $n$ for all eigenvalues $\left\{\lambda_{i}\right\}$ of matrix $\mathbf{A}$.

A linear system is stabilizable when the rank of matrix $\left[\begin{array}{ll}\mathbf{A}-\lambda_{i} \mathbb{I} & \mathbf{B}\end{array}\right]$ is equal to $n$ for all unstable eigenvalues $\left\{\lambda_{i}\right\}$ of matrix $\mathbf{A}$.

Eigenvalues $\lambda_{i}$ for which rank of matrix $\left[\begin{array}{ll}\mathbf{A}-\lambda_{i} \mathbb{I} & \mathbf{B}\end{array}\right]$ is not equal to $n$ are said uncontrollable.

Equivalently, an eigenvalue $\lambda_{i}$ is controllable ${ }^{6}$ if all its corresponding left eigenvectors $\underline{w}_{i}$ (i.e. $\underline{w}_{i} \neq \underline{0}$ such that $\underline{w}_{i}^{T} \mathbf{A}=\lambda_{i} \underline{w}_{i}^{T}$ ) satisfy $\underline{w}_{i}^{T} \mathbf{B} \neq \underline{0}$.
Example 3.13. Let's consider the following realization:

$$
\left(\begin{array}{l|l}
\mathbf{A} & \mathbf{B}  \tag{3.167}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{rr|r}
-1 & 10 & -2 \\
0 & 1 & 0 \\
\hline-2 & 3 & -2
\end{array}\right)
$$

Matrix A has two modes, $\lambda_{1}=-1$ and $\lambda_{2}=1$.
Let's apply the PBH test for $\lambda_{1}=-1$ :

$$
\operatorname{rank}\left[\mathbf{A}-\lambda_{1} \mathbb{I} \mid \mathbf{B}\right]=\operatorname{rank}\left[\begin{array}{cc|c}
0 & 10 & -2  \tag{3.168}\\
0 & 2 & 0
\end{array}\right]=2
$$

We conclude that the mode $\lambda_{1}=-1$ is controllable.
Let's apply the PBH test for $\lambda_{2}=1$ :

$$
\operatorname{rank}\left[\mathbf{A}-\lambda_{2} \mathbb{I} \mid \mathbf{B}\right]=\operatorname{rank}\left[\begin{array}{cc|c}
-2 & 10 & -2  \tag{3.169}\\
0 & 0 & 0
\end{array}\right]=1 \neq 2
$$

[^15]We conclude that the mode $\lambda_{2}=1$ is not controllable.

### 3.7.5 Uncontrollable mode

Following Bélanger ${ }^{7}$ a state $\underline{x}_{\bar{c}} \neq \underline{0}$ is uncontrollable if the zero-state output of the system (i.e. the system's response to the input signal $\underline{u}(t) \neq \underline{0}$ when the initial state $\underline{x}_{0}$ is zero) is orthogonal to $\underline{x}_{\bar{c}}$ for all final time $t_{f}>0$ and all input signal $\underline{u}(t)$. An uncontrollable state $\underline{x}_{\bar{c}} \neq \underline{0}$ satisfies the following equation:

$$
\underline{x}_{\bar{c}}^{T}\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B} \tag{3.170}
\end{array}\right]=\underline{0}
$$

Equivalently the pair $(\mathbf{A}, \mathbf{B})$ is uncontrollable if and only if there exists an eigenvector $\underline{w}_{i}$ of $\mathbf{A}^{T}$ such that $\underline{w}_{i}^{T} \mathbf{B}=\underline{0}$. If $\underline{w}_{i}^{T} \mathbf{B}=\underline{0}$ then the mode $\lambda_{i}$ (i.e. the eigenvalue) corresponding to $\underline{w}_{i}$ is called an uncontrollable mode.

Indeed if $\underline{w}_{i}$ is an eigenvector of matrix $\mathbf{A}^{T}$ corresponding to the mode (i.e. the eigenvalue) $\lambda_{i}$ then $\mathbf{A}^{T} \underline{w}_{i}=\lambda_{i} \underline{w}_{i} \Leftrightarrow \underline{w}_{i}^{T} \mathbf{A}=\lambda_{i} \underline{w}_{i}^{T}$. Specializing $\underline{x}_{\bar{c}}$ to $\underline{w}_{i}$ Equation (3.170) reads:

$$
\begin{align*}
\underline{0} & =\underline{w}_{i}^{T}\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right]  \tag{3.171}\\
& =\underline{w}_{i}^{T}\left[\begin{array}{llll}
\mathbf{B} & \lambda_{i} \mathbf{B} & \cdots & \lambda_{i}^{n-1} \mathbf{B}
\end{array}\right] \\
& =\underline{w}_{i}^{T} \mathbf{B}\left[\begin{array}{llll}
1 & \lambda_{i} & \cdots & \lambda_{i}^{n-1}
\end{array}\right]
\end{align*}
$$

Coupling $\underline{w}_{i}^{T} \mathbf{A}=\lambda_{i} \underline{w}_{i}^{T}$ and $\underline{w}_{i}^{T} \mathbf{B}=\underline{0}$ leads to the Popov-Belevitch-Hautus (PBH) test for controllability:

$$
\left\{\begin{array}{l}
\underline{w}_{i}^{T} \mathbf{A}=\lambda_{i} \underline{w}_{i}^{T}  \tag{3.172}\\
\underline{w}_{i}^{T} \mathbf{B}=\underline{0}
\end{array} \Leftrightarrow \underline{w}_{i}^{T}\left[\begin{array}{ll}
\mathbf{A}-\lambda_{i} \mathbb{I} & \mathbf{B}
\end{array}\right]=\underline{0}\right.
$$

Example 3.14. Let's consider the following realization:

$$
\left(\begin{array}{l|l}
\mathbf{A} & \mathbf{B}  \tag{3.173}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{rr|r}
-1 & 10 & -2 \\
0 & 1 & 0 \\
\hline-2 & 3 & -2
\end{array}\right)
$$

Matrix A has two modes, $\lambda_{1}=-1$ and $\lambda_{2}=1$. We have seen that the mode $\lambda_{2}=1$ is not controllable. We will check that there no input signal $\underline{u}(t)$ which is able to move towards zero an initial state $\underline{x}_{0}$ which is set to the value of an eigenvector of $\mathbf{A}^{T}$ corresponding to the uncontrollable mode $\lambda_{2}=1$.

Let $\underline{w}_{2}$ be an eigenvector of $\mathbf{A}^{T}$ corresponding to the uncontrollable mode $\lambda_{2}=1$.

$$
\mathbf{A}^{T} \underline{w}_{2}=\lambda_{2} \underline{w}_{2} \Leftrightarrow\left[\begin{array}{cc}
-1 & 0  \tag{3.174}\\
10 & 1
\end{array}\right] \underline{w}_{2}=\underline{w}_{2}
$$

We expand $\underline{w}_{2}$ as $\left[\begin{array}{l}w_{21} \\ w_{22}\end{array}\right]$ to get:

$$
\left[\begin{array}{cc}
-1 & 0  \tag{3.175}\\
10 & 1
\end{array}\right]\left[\begin{array}{l}
w_{21} \\
w_{22}
\end{array}\right]=\left[\begin{array}{l}
w_{21} \\
w_{22}
\end{array}\right] \Rightarrow\left\{\begin{array}{c}
-w_{21}=w_{21} \\
10 w_{21}+w_{22}=w_{22}
\end{array}\right.
$$

[^16]We finally get:

$$
w_{21}=0 \Rightarrow \underline{w}_{2}=\left[\begin{array}{c}
0  \tag{3.176}\\
w_{22}
\end{array}\right]
$$

Now let's express the state vector $\underline{x}(t)$ assuming that the initial state $\underline{x}_{0}$ is set to $\underline{w}_{2}$. We have:

$$
\begin{align*}
\underline{x}(t) & =e^{\mathbf{A} t} \underline{x}_{0}+\int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau \\
& =e^{\mathbf{A} t}\left[\begin{array}{c}
0 \\
w_{22}
\end{array}\right]+\int_{0}^{t} e^{\mathbf{A}(t-\tau)}\left[\begin{array}{c}
-2 \\
0
\end{array}\right] \underline{u}(\tau) d \tau \tag{3.177}
\end{align*}
$$

Where:

$$
\begin{align*}
e^{\mathbf{A} t} & =\mathcal{L}^{-1}\left[(s \mathbb{I}-\mathbf{A})^{-1}\right] \\
& =\mathcal{L}^{-1}\left(\left[\begin{array}{cc}
s+1 & -10 \\
0 & s-1
\end{array}\right]^{-1}\right) \\
& =\mathcal{L}^{-1}\left(\frac{1}{(s+1)(s-1)}\left[\begin{array}{cc}
s-1 & 10 \\
0 & s+1
\end{array}\right]\right)  \tag{3.178}\\
& =\mathcal{L}^{-1}\left(\left[\begin{array}{cc}
\frac{1}{s+1} & \frac{10}{(s+1)(s-1)} \\
0 & \frac{1}{s-1}
\end{array}\right]\right) \\
& =\left[\begin{array}{cc}
e^{-t} & 5 e^{t}-5 e^{-t} \\
0 & e^{t}
\end{array}\right]
\end{align*}
$$

Consequently state vector $\underline{x}(t)$ reads:

$$
\begin{align*}
& \underline{x}(t)=\left[\begin{array}{cc}
e^{-t} & 5 e^{t}-5 e^{-t} \\
0 & e^{t}
\end{array}\right]\left[\begin{array}{c}
0 \\
w_{22}
\end{array}\right] \\
&  \tag{3.179}\\
& \\
& \quad+\int_{0}^{t}\left[\begin{array}{cc}
e^{-(t-\tau)} & 5 e^{(t-\tau)}-5 e^{-(t-\tau)} \\
0 & e^{(t-\tau)}
\end{array}\right]\left[\begin{array}{c}
-2 \\
0
\end{array}\right] \underline{u}(\tau) d \tau
\end{align*}
$$

That is:

$$
\underline{x}(t)=\left[\begin{array}{c}
5 e^{t}-5 e^{-t}  \tag{3.180}\\
e^{t}
\end{array}\right] w_{22}+\int_{0}^{t}\left[\begin{array}{c}
-2 e^{-(t-\tau)} \\
0
\end{array}\right] \underline{u}(\tau) d \tau
$$

It is clear that for this specific initial state the input vector $\underline{u}(t)$ will not act on the second component of $\underline{x}(t)$ whatever its expression. Consequently it will not be possible to find a control $\underline{u}(t)$ which moves towards zero the initial state vector $\underline{x}_{0}=\underline{w}_{2}$ : this state is uncontrollable and the system is said uncontrollable.

### 3.7.6 Stabilizability

A linear system is stabilizable if all unstable modes are controllable or equivalently if all uncontrollable modes are stable.

### 3.8 Observability

### 3.8.1 Definition

Let's consider the output response $\underline{y}(t)$ of a linear time-invariant system:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}+\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau+\mathbf{D} \underline{u}(t) \tag{3.181}
\end{equation*}
$$

Let's define vector $\underline{\tilde{y}}(t)$ as follows:

$$
\begin{equation*}
\underline{\tilde{y}}(t)=\underline{y}(t)-\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}(t) \tag{3.182}
\end{equation*}
$$

Thus we get:

$$
\begin{equation*}
\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}=\underline{\tilde{y}}(t) \tag{3.183}
\end{equation*}
$$

Observability answers the question whether it is possible to determine the initial state $\underline{x}_{0}$ through the observation of $\underline{\tilde{y}}(t)$, that is from the output signal $\underline{y}(t)$ and the knowledge of the input signal $\underline{\bar{u}}(t)$.

More precisely an initial state $\underline{x}_{0}$ is observable if and only if the initial state can be determined from $\underline{\tilde{y}}(t)$ which is observed through the time interval $0 \leq t \leq t_{f}$, that is from the knowledge of the output signal $\underline{y}(t)$ and the input signal $\underline{u}(t)$ that are observed through the time interval $0 \leq t \leq t_{f}$. A system is said to be observable when any arbitrary initial state $\underline{x}_{0} \in \mathbb{R}^{n}$ is observable.

If the system is observable then the value $\underline{x}_{0}$ of the initial state can be determined from signal $\underline{\tilde{y}}(t)$ that has been observed through the time interval $0 \leq t \leq t_{f}$ as follows:

$$
\begin{equation*}
\underline{x}_{0}=\mathbf{W}_{o}^{-1}\left(t_{f}\right) \int_{0}^{t_{f}} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \underline{\tilde{y}}(\tau) d \tau \tag{3.184}
\end{equation*}
$$

Where $\mathbf{W}_{o}\left(t_{f}\right)$ is a symmetric matrix defined as follows:

$$
\begin{equation*}
\mathbf{W}_{o}\left(t_{f}\right)=\int_{0}^{t_{f}} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \mathbf{C} e^{\mathbf{A} \tau} d \tau \tag{3.185}
\end{equation*}
$$

Indeed from $\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}=\underline{\tilde{y}}(t)$ we get:

$$
\begin{align*}
& \mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}=\tilde{\underline{y}}(t) \\
& \Rightarrow e^{\mathbf{A}^{T} t} \mathbf{C}^{T} \mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}=e^{\mathbf{A}^{T} t} \mathbf{C}^{T} \tilde{\tilde{y}}(t) \\
& \Rightarrow \int_{0}^{t_{f}} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \mathbf{C} e^{\mathbf{A} \tau} d \tau \underline{x}_{0}=\int_{0}^{t_{f}} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \tilde{\tilde{y}}(\tau) d \tau  \tag{3.186}\\
& \Leftrightarrow \mathbf{W}_{o}\left(t_{f}\right) \underline{x}_{0}=\int_{0}^{t_{f}} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \tilde{y}(\tau) d \tau \\
& \Leftrightarrow \underline{x}_{0}=\mathbf{W}_{o}^{-1}\left(t_{f}\right) \int_{0}^{t_{f}} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \tilde{\underline{y}}(\tau) d \tau
\end{align*}
$$

Consequently a system is observable if and only if symmetric matrix $\mathbf{W}_{o}\left(t_{f}\right)$ is nonsingular for any $t_{f}>0$. Furthermore $\mathbf{W}_{o}(t)$ is the solution of the following differential equation:

$$
\begin{equation*}
\mathbf{A}^{T} \mathbf{W}_{o}(t)+\mathbf{W}_{o}(t) \mathbf{A}+\mathbf{C}^{T} \mathbf{C}=\frac{d}{d t} \mathbf{W}_{o}(t) \tag{3.187}
\end{equation*}
$$

If all eigenvalues of matrix $\mathbf{A}$ have negative real parts ( $\mathbf{A}$ is said to be Hurwitz) then $\mathbf{W}_{o}(t)$ tends towards a constant matrix as $t \rightarrow \infty$. The observability Gramian $\mathbf{W}_{o}$ is the following positive definite symmetric matrix:

$$
\begin{equation*}
\mathbf{W}_{o}=\int_{0}^{\infty} e^{\mathbf{A}^{T} \tau} \mathbf{C}^{T} \mathbf{C} e^{\mathbf{A} \tau} d \tau \tag{3.188}
\end{equation*}
$$

It can be shown that $\mathbf{W}_{o}$ is the unique solution of the following Lyapunov equation:

$$
\begin{equation*}
\mathbf{A}^{T} \mathbf{W}_{o}+\mathbf{W}_{o} \mathbf{A}+\mathbf{C}^{T} \mathbf{C}=\mathbf{0} \tag{3.189}
\end{equation*}
$$

### 3.8.2 Kalman's observability rank condition

Let $\mathbf{Q}_{o}$ be the observability matrix. Matrix $\mathbf{Q}_{o}$ is defined as follows:

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{3.190}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

It can be shown that a linear system is observable if and only if the rank of the observability matrix $\mathbf{Q}_{o}$ is equal to $n$. This is the Kalman's observability rank condition.

The sketch of the demonstration is the following:

- First we recall that the expression of the output vector $\underline{y}(t)$ at time $t$ with respect to the state vector $\underline{x}(t)$ is:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t) \tag{3.191}
\end{equation*}
$$

where $\underline{x}(t)$ solves the state equation (3.1):

$$
\begin{equation*}
\underline{x}(t)=e^{\mathbf{A} t} \underline{x}_{0}+\int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau \tag{3.192}
\end{equation*}
$$

Thus:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}+\mathbf{C} \int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau+\mathbf{D} \underline{u}(t) \tag{3.193}
\end{equation*}
$$

As far as $\underline{y}(t), t$ and $\underline{u}(t)$ are assumed to be known we rewrite the preceding equation as follows:

$$
\begin{equation*}
\underline{y}(t)-\mathbf{C} \int_{0}^{t} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}(t)=\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0} \tag{3.194}
\end{equation*}
$$

- To continue the sketch of the proof we need the Cayley-Hamilton theorem. As shown in (3.157) this theorem indicates that $e^{\mathbf{A} t}$ can be written as follows:

$$
\begin{equation*}
e^{\mathbf{A} t}=\sum_{k=0}^{n-1} \gamma_{k}(t) \mathbf{A}^{k} \tag{3.195}
\end{equation*}
$$

where $\gamma_{k}(t)$ are functions of time $t$.

- Using (3.157) and the fact that functions $\gamma_{k}(t)$ are scalar functions $\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0}$ reads:

$$
\begin{align*}
\mathbf{C} e^{\mathbf{A} t} \underline{x}_{0} & =\mathbf{C} \sum_{k=0}^{n-1} \gamma_{k}(t) \mathbf{A}^{k} \underline{x}_{0} \\
& =\sum_{k=0}^{n-1} \mathbf{C} \gamma_{k}(t) \mathbf{A}^{k} \underline{x}_{0}  \tag{3.196}\\
& =\left(\sum_{k=0}^{n-1} \gamma_{k}(t) \mathbf{C A}^{k}\right) \underline{x}_{0}
\end{align*}
$$

Now let's sample the time interval $0 \leq t \leq t_{f}$ into $n$ values of time, $t_{1}=0, t_{2}, \cdots, t_{n-1}, t_{n}=t_{f}$ which are situated inside the time interval $0 \leq t \leq t_{f}$. Using (3.194) for each value $t_{i}$ of the time we get:

$$
\begin{align*}
& {\left[\begin{array}{c}
\underline{y}\left(t_{1}\right)-\mathbf{C} \int_{0}^{t_{1}} e^{\mathbf{A}\left(t_{1}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}\left(t_{1}\right) \\
\underline{y}\left(t_{2}\right)-\mathbf{C} \int_{0}^{t_{2}} e^{\mathbf{A}\left(t_{2}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}\left(t_{2}\right) \\
\vdots \\
\underline{y}\left(t_{n}\right)-\mathbf{C} \int_{0}^{t_{n}} e^{\mathbf{A}\left(t_{n}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}\left(t_{n}\right)
\end{array}\right]} \\
& \quad=\left[\begin{array}{cccc}
\gamma_{0}\left(t_{1}\right) & \gamma_{1}\left(t_{1}\right) & \cdots & \gamma_{n-1}\left(t_{1}\right) \\
\gamma_{0}\left(t_{2}\right) & \gamma_{1}\left(t_{2}\right) & \cdots & \gamma_{n-1}\left(t_{2}\right) \\
\vdots & \vdots & \vdots & \vdots \\
\gamma_{0}\left(t_{n}\right) & \gamma_{1}\left(t_{n}\right) & \cdots & \gamma_{n-1}\left(t_{n}\right)
\end{array}\right]\left[\begin{array}{c}
\mathbf{C} \\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right] \underline{x}_{0} \tag{3.197}
\end{align*}
$$

That is:

$$
\left[\begin{array}{c}
\underline{y}\left(t_{1}\right)-\mathbf{C} \int_{0}^{t_{1}} e^{\mathbf{A}\left(t_{1}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}\left(t_{1}\right)  \tag{3.198}\\
\underline{y}\left(t_{2}\right)-\mathbf{C} \int_{0}^{t_{2}} e^{\mathbf{A}\left(t_{2}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}\left(t_{2}\right) \\
\vdots \\
\underline{y}\left(t_{n}\right)-\mathbf{C} \int_{0}^{t_{n}} e^{\mathbf{A}\left(t_{n}-\tau\right)} \mathbf{B} \underline{u}(\tau) d \tau-\mathbf{D} \underline{u}\left(t_{n}\right)
\end{array}\right]=\mathbf{V Q}_{o} \underline{x}_{0}
$$

Where:

$$
\mathbf{V}=\left[\begin{array}{cccc}
\gamma_{0}\left(t_{1}\right) & \gamma_{1}\left(t_{1}\right) & \cdots & \gamma_{n-1}\left(t_{1}\right)  \tag{3.199}\\
\gamma_{0}\left(t_{2}\right) & \gamma_{1}\left(t_{2}\right) & \cdots & \gamma_{n-1}\left(t_{2}\right) \\
\vdots & \vdots & \vdots & \vdots \\
\gamma_{0}\left(t_{n}\right) & \gamma_{1}\left(t_{n}\right) & \cdots & \gamma_{n-1}\left(t_{n}\right)
\end{array}\right]
$$

In order to be able to compute the expression of vector $\underline{x}_{0}$ from (3.198) and assuming that matrix $\mathbf{V}$ is invertible (which is always the case when all the eigenvalues of matrix $\mathbf{A}$ are distinct), the observability matrix $\mathbf{Q}_{o}$ shall be invertible; consequently the rank of the observability matrix $\mathbf{Q}_{o}$ shall be equal to $n$. Thus we retrieve the Kalman's observability rank condition.

Example 3.15. Let's consider the following realization:

$$
\left(\begin{array}{r|r}
\mathbf{A} & \mathbf{B}  \tag{3.200}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{rr|r}
-1 & 0 & -2 \\
10 & 1 & 3 \\
\hline-2 & 0 & -2
\end{array}\right)
$$

The observability matrix $\mathbf{Q}_{o}$ reads:

$$
\begin{align*}
\mathbf{Q}_{o} & =\left[\begin{array}{c}
\mathbf{C} \\
\mathbf{C A}
\end{array}\right] \\
& =\left[\begin{array}{cc}
{\left[\begin{array}{ll}
-2 & 0
\end{array}\right]\left[\begin{array}{cc}
-1 & 0 \\
10 & 1
\end{array}\right]}
\end{array}\right]  \tag{3.201}\\
& =\left[\begin{array}{cc}
-2 & 0 \\
2 & 0
\end{array}\right]
\end{align*}
$$

Consequently $\operatorname{rank}\left(\mathbf{Q}_{o}\right)=1 \neq 2$. We conclude that the system in not observable.

### 3.8.3 Use of the diagonal form: Gilbert's criteria

Assuming that all eigenvalues are distinct, observability property can be readily analyzed by inspecting the null columns of the output matrix $\mathbf{C}$ as soon as we get the modal (or diagonal) form of the state-space representation.

Indeed we have seen in the the chapter dedicated to the state-space representation that for a single output system matrix $\mathbf{C}_{m}$ of the output equation $y(t)=\mathbf{C}_{m} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ read as follows assuming that state matrix $\mathbf{A}$ has $n$ independent eigenvectors :

$$
\mathbf{C}_{m}=\left[\begin{array}{llll}
c_{1} & c_{2} & \cdots & c_{n} \tag{3.202}
\end{array}\right]
$$

Thus in the time domain the diagonal form of the state-space representation $y(t)=\mathbf{C}_{m} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ reads:

$$
\begin{equation*}
y(t)=c_{1} x_{1}(t)+c_{2} x_{2}(t)+\cdots+c_{n} x_{n}(t)+\mathbf{D} \underline{u}(t) \tag{3.203}
\end{equation*}
$$

Gilbert's observability criteria (1963) states that a system with distinct eigenvalues is observable if and only if each column of output matrix $\mathbf{C}$ of the diagonal realization (all eigenvalues are distinct) has at least one non zero element.

Indeed if at least one of the $c_{i}$ 's coefficients is zero then the output signal $y(t)$ is independent of the state component $x_{i}(t)$ and the state is unobservable.

Alternatively, if we apply Kalman's observability rank condition in the modal basis we get:

$$
\begin{align*}
\mathbf{A}_{m} & =\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{n}
\end{array}\right]  \tag{3.204}\\
\Rightarrow \mathbf{Q}_{o m} & =\left[\begin{array}{c}
\mathbf{C}_{m} \\
\mathbf{C}_{m} \mathbf{A}_{m} \\
\vdots \\
\mathbf{C}_{m} \mathbf{A}_{m}^{n-1}
\end{array}\right]=\left[\begin{array}{ccc}
c_{1} & \cdots & c_{n} \\
c_{1} \lambda_{1} & \cdots & c_{n} \lambda_{n} \\
\vdots & \vdots & \vdots \\
c_{1} \lambda_{1}^{n-1} & \cdots & c_{n} \lambda_{n} n-1
\end{array}\right]
\end{align*}
$$

Then it can be seen that $\mathbf{Q}_{o m}$ is full rank as soon as $c_{i} \neq 0 \forall i=1, \cdots, n$.

For multi outputs system with $p$ outputs then matrix $\mathbf{C}_{m}$ has $p$ rows and the preceding analysis is readily extended to each row of matrix $\mathbf{C}_{m}$ assuming that the state-space representation is the diagonal form.

### 3.8.4 Input-output differential equation and observable modes

Assume that the modal basis is used and let $\mathbf{C}_{m}$ be as follows:

$$
\mathbf{C}_{m}=\left[\begin{array}{llllll}
\underline{c}_{1} & \cdots & \underline{c}_{q} & \underline{0} & \cdots & \underline{0} \tag{3.205}
\end{array}\right]
$$

It is clear from the Gilbert's criteria that $\left\{\lambda_{1}, \cdots, \lambda_{q}\right\}$ forms the set of observable modes.

Furthermore, the following relation holds:

$$
\begin{equation*}
\mathbf{C}_{m}\left(\mathbf{A}_{m}-\lambda_{1} \mathbb{I}\right) \cdots\left(\mathbf{A}_{m}-\lambda_{q} \mathbb{I}\right)=\mathbf{0} \tag{3.206}
\end{equation*}
$$

Indeed:

$$
\begin{align*}
& \mathbf{C}_{m} \quad\left(\mathbf{A}_{m}-\lambda_{1} \mathbb{I}\right) \cdots\left(\mathbf{A}_{m}-\lambda_{q} \mathbb{I}\right) \\
& =\mathbf{C}_{m}\left[\begin{array}{lllll}
0 & & & & \\
& \lambda_{2}-\lambda_{1} & & & \\
& & \ddots & & \\
& & & \ddots & \\
& & & & \lambda_{n}-\lambda_{1}
\end{array}\right] \cdots\left[\begin{array}{lllll}
\ddots & & & \\
& \lambda_{q-1}-\lambda_{q} & & \\
& & 0 & & \\
& & & \ddots & \\
& & & & \lambda_{n}-\lambda_{q}
\end{array}\right] \\
& =\left[\begin{array}{llllll}
\underline{c}_{1} & \cdots & \underline{c}_{q} & \underline{0} & \cdots & \underline{0}
\end{array}\right]\left[\begin{array}{cccccc}
0 & & & & & \\
& \ddots & & & & \\
& & 0 & & & \\
& & & \alpha_{q+1} & & \\
& & & & \ddots & \\
& & & & & \alpha_{n}
\end{array}\right] \\
& =0 \tag{3.207}
\end{align*}
$$

This completes the proof.
Coming back to any state space representation, (3.206) reads:

$$
\left\{\begin{array}{l}
\mathbf{A}_{m}=\mathbf{P}^{-1} \mathbf{A P}  \tag{3.208}\\
\mathbf{C}_{m}=\mathbf{C P}
\end{array} \Rightarrow \mathbf{C}\left(\mathbf{A}-\lambda_{1} \mathbb{I}\right) \cdots\left(\mathbf{A}-\lambda_{q} \mathbb{I}\right)=\mathbf{0}\right.
$$

Furthemore, $\left(\mathbf{A}-\lambda_{1} \mathbb{I}\right) \cdots\left(\mathbf{A}-\lambda_{q} \mathbb{I}\right)$ can be developed as follows:

$$
\begin{equation*}
\left(\mathbf{A}-\lambda_{1} \mathbb{I}\right) \cdots\left(\mathbf{A}-\lambda_{q} \mathbb{I}\right)=\mathbf{A}^{q}+a_{q-1} \mathbf{A}^{q-1}+\cdots+a_{1} \mathbf{A}+a_{0} \mathbb{I} \tag{3.209}
\end{equation*}
$$

where coefficients $a_{i}$ are the coefficients of the polynomial obtained from the observable modes:

$$
\begin{equation*}
\left(s-\lambda_{1}\right) \cdots\left(s-\lambda_{q}\right)=s^{q}+a_{q-1} s^{q-1}+\cdots+a_{1} s+a_{0} \tag{3.210}
\end{equation*}
$$

Thus (3.208) reads as follows, where $\left\{\lambda_{1}, \cdots, \lambda_{q}\right\}$ is the set of observable modes:

$$
\begin{align*}
& \left(s-\lambda_{1}\right) \cdots\left(s-\lambda_{q}\right)=s^{q}+a_{q-1} s^{q-1}+\cdots+a_{1} s+a_{0}  \tag{3.211}\\
& \Rightarrow \mathbf{C A}^{q}+a_{q-1} \mathbf{C A}^{q-1}+\cdots+a_{1} \mathbf{C A}+a_{0} \mathbf{C}=\mathbf{0}
\end{align*}
$$

In other words, $\left(s-\lambda_{1}\right) \cdots\left(s-\lambda_{q}\right)$ is an annihilating polynomial of $\mathbf{C A}^{i}$.
Finally we can use relation $\underline{y}=\mathbf{C} \underline{x}+\mathbf{D} \underline{u}$ to compute $\underline{y}^{(q)}+a_{q-1} \underline{y}^{(q-1)}+\cdots+a_{1} \underline{y}+a_{0} \underline{y}$ and finally obtain the input-output relation between output vector $\underline{y}$ and input vector $\underline{u}$. Indeed, this expression will exhibit the term $\left(\mathbf{C A}^{q}+a_{q-1} \mathbf{C A}^{q-1}+\cdots+a_{1} \mathbf{C A}+a_{0} \mathbf{C}\right) \underline{x}$, which is zero from (3.211).

### 3.8.5 Popov-Belevitch-Hautus (PBH) test

There exists another test for observability which is called the Popov-BelevitchHautus (PBH) test.

Popov-Belevitch-Hautus (PBH) test indicates that a linear system is observable when the rank of matrix $\left[\begin{array}{c}\mathbf{A}-\lambda_{i} \mathbb{I} \\ \mathbf{C}\end{array}\right]$ is equal to $n$ for all eigenvalues $\left\{\lambda_{i}\right\}$ of matrix $\mathbf{A}$.

A linear system is detectable when the rank of matrix $\left[\begin{array}{c}\mathbf{A}-\lambda_{i} \mathbb{I} \\ \mathbf{C}\end{array}\right]$ is equal to $n$ for all unstable eigenvalues $\left\{\lambda_{i}\right\}$ of matrix $\mathbf{A}$.

Eigenvalues $\lambda_{i}$ for which rank of matrix $\left[\begin{array}{c}\mathbf{A}-\lambda_{i} \mathbb{I} \\ \mathbf{C}\end{array}\right]$ is not equal to $n$ are said unobservable.

Equivalently, an eigenvalue $\lambda_{i}$ is observable ${ }^{8}$ if all its corresponding right eigenvectors $\underline{v}_{i}$ (i.e. $\underline{v}_{i} \neq \underline{0}$ such that $\mathbf{A} \underline{v}_{i}=\lambda_{i} \underline{v}_{i}$ ) satisfy $\mathbf{C} \underline{v}_{i} \neq \underline{0}$.

Example 3.16. Let's consider the following realization:

$$
\left(\begin{array}{l|l}
\mathbf{A} & \mathbf{B}  \tag{3.212}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{rr|r}
-1 & 0 & -2 \\
10 & 1 & 3 \\
\hline-2 & 0 & -2
\end{array}\right)
$$

Matrix A has two modes, $\lambda_{1}=-1$ and $\lambda_{2}=1$.
Let's apply the PBH test for $\lambda_{1}=-1$ :

$$
\operatorname{rank}\left[\begin{array}{c}
\mathbf{A}-\lambda_{1} \mathbb{I}  \tag{3.213}\\
\mathbf{C}
\end{array}\right]=\operatorname{rank}\left[\begin{array}{cc}
0 & 0 \\
10 & 2 \\
-2 & 0
\end{array}\right]=2
$$

We conclude that the mode $\lambda_{1}=-1$ is observable.
Let's apply the PBH test for $\lambda_{2}=1$ :

$$
\operatorname{rank}\left[\begin{array}{c}
\mathbf{A}-\lambda_{2} \mathbb{I}  \tag{3.214}\\
\mathbf{C}
\end{array}\right]=\operatorname{rank}\left[\begin{array}{cc}
-2 & 0 \\
10 & 0 \\
-2 & 0
\end{array}\right]=1 \neq 2
$$

[^17]We conclude that the mode $\lambda_{2}=1$ is not observable.

### 3.8.6 Unobservable mode

Following Bélanger ${ }^{7}$ a state $\underline{x}_{\bar{o}} \neq \underline{0}$ is said to be unobservable if the zero-input response of the system (i.e. the system's response to the initial condition $\underline{x}(0)=$ $\underline{x}_{0} \neq \underline{0}$ when the input signal $\underline{u}(t)$ is zero) with $\underline{x}(0)=\underline{x}_{\bar{o}}$ is zero $\forall t \geq 0$. An unobservable state $\underline{x}_{\bar{o}} \neq \underline{0}$ satisfies the following equation:

$$
\left[\begin{array}{c}
\mathbf{C}  \tag{3.215}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right] \underline{x}_{\bar{o}}=\underline{0}
$$

Equivalently the pair $(\mathbf{A}, \mathbf{C})$ is unobservable if and only if there exists an eigenvector $\underline{v}_{i}$ of matrix $\mathbf{A}$ such that $\mathbf{C} \underline{v}_{i}=\underline{0}$. If $\mathbf{C} \underline{v}_{i}=\underline{0}$ then the mode $\lambda_{i}$ (i.e. the eigenvalue) corresponding to $\underline{v}_{i}$ is called an unobservable mode.

Indeed if $\underline{v}_{i}$ is an eigenvector of matrix $\mathbf{A}$ corresponding to the mode (i.e. the eigenvalue) $\lambda_{i}$ then $\mathbf{A} \underline{v}_{i}=\lambda_{i} \underline{v}_{i}$. Specializing $\underline{x}_{\bar{o}}$ to $\underline{v}_{i}$ Equation (3.215) reads:

$$
\left[\begin{array}{c}
\mathbf{C}  \tag{3.216}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right] \underline{v}_{i}=\left[\begin{array}{c}
\mathbf{C} \\
\mathbf{C} \lambda_{i} \\
\vdots \\
\mathbf{C} \lambda_{i}^{n-1}
\end{array}\right] \underline{v}_{i}=\left[\begin{array}{c}
1 \\
\lambda_{i} \\
\vdots \\
\lambda_{i}^{n-1}
\end{array}\right] \mathbf{C} \underline{v}_{i}=\underline{0}
$$

Coupling $\mathbf{A} \underline{v}_{i}=\lambda_{i} \underline{v}_{i}$ and $\mathbf{C} \underline{v}_{i}=\underline{0}$ leads to the Popov-Belevitch-Hautus ( PBH ) test for observability:

$$
\left\{\begin{array}{l}
\mathbf{A} \underline{v}_{i}=\lambda_{i} \underline{v}_{i}  \tag{3.217}\\
\mathbf{C} \underline{v}_{i}=\underline{0}
\end{array} \Leftrightarrow\left[\begin{array}{c}
\mathbf{A}-\lambda_{i} \mathbb{I} \\
\mathbf{C}
\end{array}\right] \underline{v}_{i}=\underline{0}\right.
$$

### 3.8.7 Detectability

A linear system is detectable if all unstable modes are observable or equivalently if all unobservable modes are stable.

### 3.8.8 Additional observability topic: relation between linear differential equation and state-space representation

We consider hereafter a SISO system which is described by the following linear differential equation where $m<n_{o}$ :

$$
\begin{align*}
& a_{0} y(t)+a_{1} \frac{d y(t)}{d t}+\cdots+a_{n_{o}-1} \frac{d^{n_{o}-1} y(t)}{d t^{n_{o}-1}}+a_{n_{o}} \frac{d^{n_{o}} y(t)}{d t^{n_{o}}}= \\
& b_{0} u(t)+b_{1} \frac{d u(t)}{d t}+\cdots+b_{m-1} \frac{d^{m-1} u(t)}{d t^{m-1}}+b_{m} \frac{d^{m} u(t)}{d t^{m}} \tag{3.218}
\end{align*}
$$

As far as $m<n_{o}$, the state-space representation of (3.218) is the following:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} u(t)  \tag{3.219}\\
y(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

Now, we will see what is the constraint on state matrix $\mathbf{A}$ to retrieve the linear differential equation from the state-space representation. First, we will compute the derivatives of output $y(t)$ :

$$
\left\{\begin{align*}
\dot{y}(t) & =\mathbf{C} \underline{\dot{x}}(t)=\mathbf{C A} \underline{x}(t)+\mathbf{C B} u(t)  \tag{3.220}\\
\ddot{y}(t) & =\mathbf{C A}^{2} \underline{x}(t)+\mathbf{C A B} u(t)+\mathbf{C B} \dot{u}(t)=\mathbf{C A}^{2} \underline{x}(t)+\mathbf{C}(\mathbf{A B} u(t)+\mathbf{B} \dot{u}(t)) \\
& \vdots \\
\frac{d^{k} y(t)}{d t^{k}} & =\mathbf{C A}^{k} \underline{x}(t)+\mathbf{C}\left(\sum_{i=0}^{k-1} \mathbf{A}^{i} \mathbf{B}^{\frac{d^{k-1-i} u(t)}{d t^{k-1-i}}}\right)
\end{align*}\right.
$$

Thus, the linear combination $\sum_{k=0}^{n_{o}} a_{k} \frac{d^{k} y(t)}{d t^{k}}$ which appears in the linear differential equation (3.218) reads:

$$
\begin{equation*}
\sum_{k=0}^{n_{o}} a_{k} \frac{d^{k} y(t)}{d t^{k}}=\sum_{k=0}^{n_{o}} a_{k}\left(\mathbf{C A}^{k} \underline{x}(t)+\mathbf{C}\left(\sum_{i=0}^{k-1} \mathbf{A}^{i} \mathbf{B} \frac{d^{k-1-i} u(t)}{d t^{k-1-i}}\right)\right) \tag{3.221}
\end{equation*}
$$

We conclude that the linear combination $\sum_{k=0}^{n_{o}} a_{k} \frac{d^{k} y(t)}{d t^{k}}$ can be written as a linear combination of input $u(t)$ and its derivatives as in the linear differential equation (3.218) as soon as state vector $\underline{x}(t)$ no more appears in this the linear combination. Thus the following relation must hold:

$$
\begin{equation*}
\sum_{k=0}^{n_{o}} a_{k} \mathbf{C A}^{k}=0 \Leftrightarrow \mathbf{C}\left(\sum_{k=0}^{n_{o}} a_{k} \mathbf{A}^{k}\right)=0 \tag{3.222}
\end{equation*}
$$

It can be shown that polynomial $\sum_{k=0}^{n_{o}} a_{k} s^{k}$ is the polynomial corresponding to the observable modes of the system:

$$
\begin{equation*}
\sum_{k=0}^{n_{o}} a_{k} s^{k}=\prod_{i=1}^{n_{o}}\left(s-\lambda_{i}\right) \quad \text { where }\left\{\lambda_{1}, \cdots, \lambda_{n_{o}}\right\} \text { observable modes } \tag{3.223}
\end{equation*}
$$

### 3.9 Interpretation of the diagonal (or modal) decomposition

When the state matrix $\mathbf{A}$ is diagonalizable we have seen in (3.56) that $e^{\mathbf{A} t}$ reads as follows where $\underline{v}_{i}$ is a right eigenvector corresponding to eigenvalue $\lambda_{i}$ and $\underline{w}_{i}$ is a left eigenvector corresponding to the same eigenvalue $\lambda_{i}$ :

$$
\begin{equation*}
e^{\mathbf{A} t}=\sum_{i=1}^{n} \underline{v}_{i} \underline{w}_{i}^{T} e^{\lambda_{i} t} \tag{3.224}
\end{equation*}
$$

On the other hand we know from (3.13) that the output response of the system can be expressed as follows:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{C} e^{\mathbf{A} t} \underline{x}(0)+\int_{0}^{t} \mathbf{C} e^{\mathbf{A}(t-\tau)} \mathbf{B} \underline{u}(\tau) d \tau+\mathbf{D} \underline{u}(t) \tag{3.225}
\end{equation*}
$$

Gathering the two previous results leads to the following expression of the output vector $\underline{y}(t)$ where it is worth noticing that $\underline{w}_{i}^{T} \underline{x}(0)$ is a scalar:

$$
\begin{align*}
& \underline{y}(t)=\sum_{i=1}^{n} \mathbf{C} \underline{v}_{i} e^{\lambda_{i} t}\left(\underline{w}_{i}^{T} \underline{x}(0)\right)+\sum_{i=1}^{n} \mathbf{C} \underline{v}_{i} \int_{0}^{t} e^{\lambda_{i}(t-\tau)} \underline{w}_{i}^{T} \mathbf{B} \underline{u}(\tau) d \tau \\
&+\mathbf{D} \underline{u}(t) \tag{3.226}
\end{align*}
$$

The product $\mathbf{C} \underline{v}_{i}$ is called the direction in the output space associated with eigenvalue $\lambda_{i}$. From the preceding equation it is clear that if $\mathbf{C} \underline{v}_{i}=\underline{0}$ then any motion in the direction $\underline{v}_{i}$ cannot be observed in the output $\underline{y}(t)$ and we say that eigenvalue $\lambda_{i}$ is unobservable.

The product $\underline{w}_{i}^{T} \mathbf{B}$ is called the direction in the input space associated with eigenvalue $\lambda_{i}$. From the preceding equation we cannotice that if $\underline{w}_{i}^{T} \mathbf{B}=\underline{0}$ the control input $\underline{u}(t)$ cannot participate to the motion in the direction $\underline{v}_{i}$ and we say that eigenvalue $\lambda_{i}$ is uncontrollable.

As a consequence the coupling between inputs, states and outputs is set by the eigenvectors $\underline{v}_{i}$ and $\underline{w}_{i}^{T}$. It can be seen that those vectors also influence the numerator of the transfer function $\mathbf{F}(s)$ which reads:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}=\sum_{i=1}^{n} \frac{\mathbf{C} \underline{v}_{i} \underline{w}_{i}^{T} \mathbf{B}}{s-\lambda_{i}}+\mathbf{D} \tag{3.227}
\end{equation*}
$$

Indeed let $\boldsymbol{\Lambda}$ be the diagonal form of the diagonalizable matrix $\mathbf{A}$ :

$$
\boldsymbol{\Lambda}=\left[\begin{array}{lll}
\lambda_{1} & &  \tag{3.228}\\
& \ddots & \\
& & \lambda_{n}
\end{array}\right]
$$

We have seen that the change of basis matrix $\mathbf{P}$ as well as its inverse $\mathbf{P}^{-1}$ have the following expression:

$$
\boldsymbol{\Lambda}=\mathbf{P}^{-1} \mathbf{A P} \text { where }\left\{\begin{array}{l}
\mathbf{P}=\left[\begin{array}{cc}
\underline{v}_{1} & \underline{v}_{2} \\
\cdots & \underline{v}_{n}
\end{array}\right]  \tag{3.229}\\
\mathbf{P}^{-1}=\left[\begin{array}{c}
\underline{w}_{1}^{T} \\
\underline{w}_{2}^{T} \\
\vdots \\
\underline{w}_{n}^{T}
\end{array}\right]
\end{array}\right.
$$

Using the fact that $(\mathbf{X Y})^{-1}=\mathbf{Y}^{-1} \mathbf{X}^{-1}$ for any two inversible square
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matrices the transfer function $\mathbf{F}(s)$ reads:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \\
& =\mathbf{C}\left(\mathbf{P}\left(s \mathbb{I}-\mathbf{P}^{-1} \mathbf{A P}\right) \mathbf{P}^{-1}\right)^{-1} \mathbf{B}+\mathbf{D} \\
& =\mathbf{C P}(s \mathbb{I}-\boldsymbol{\Lambda})^{-1} \mathbf{P}^{-1} \mathbf{B}+\mathbf{D} \\
& =\mathbf{C}\left(\mathbf{P}\left(s \mathbb{I}-\mathbf{P}^{-1} \mathbf{A P}\right) \mathbf{P}^{-1}\right)^{-1} \mathbf{B}+\mathbf{D} \\
& =\mathbf{C P}(s \mathbb{I}-\mathbf{\Lambda})^{-1} \mathbf{P}^{-1} \mathbf{B}+\mathbf{D} \\
& =\left[\begin{array}{llll}
\mathbf{C} \underline{v}_{1} & \mathbf{C} \underline{v}_{2} & \cdots & \mathbf{C} \underline{v}_{n}
\end{array}\right]\left[\begin{array}{ccc}
\frac{1}{s-\lambda_{1}} & & \\
& \ddots & \\
& & \frac{1}{s-\lambda_{n}}
\end{array}\right]\left[\begin{array}{c}
\underline{w}_{1}^{T} \mathbf{B} \\
\underline{w}_{2}^{T} \mathbf{B} \\
\vdots \\
\underline{w}_{n}^{T} \mathbf{B}
\end{array}\right]+\mathbf{D} \\
& =\left[\begin{array}{llll}
\mathbf{C} \underline{v}_{1} & \mathbf{C} \underline{v}_{2} & \cdots & \mathbf{C} \underline{v}_{n}
\end{array}\right]\left[\begin{array}{c}
\frac{w_{1}^{T} \mathbf{B}}{s-\lambda_{1}} \\
\frac{\underline{w}_{2}^{T} \mathbf{B}}{s-\lambda_{2}} \\
\vdots \\
\frac{w_{n}^{T} \mathbf{B}}{s-\lambda_{n}}
\end{array}\right]+\mathbf{D} \tag{3.230}
\end{align*}
$$

We finally get:

$$
\begin{equation*}
\mathbf{F}(s)=\sum_{i=1}^{n} \frac{\mathbf{C} \underline{v}_{i} \underline{w}_{i}^{T} \mathbf{B}}{s-\lambda_{i}}+\mathbf{D} \tag{3.231}
\end{equation*}
$$

Figure 3.1 presents the diagonal (or modal) decomposition of the transfer function $\mathbf{F}(s)$ where $\underline{x}_{m}(t)$ is the state vector expressed in the diagonal (or modal) basis and matrices $\boldsymbol{\Lambda}, \mathbf{P}$ and $\mathbf{P}^{-1}$ are defined as follows:

$$
\left\{\begin{array}{c}
\boldsymbol{\Lambda}=\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{n}
\end{array}\right]  \tag{3.232}\\
\mathbf{P}=\left[\begin{array}{ll}
\underline{v}_{1} & \ldots \\
\underline{v}_{n}
\end{array}\right] \\
\mathbf{P}^{-1}=\left[\begin{array}{c}
\underline{w}_{1}^{T} \\
\vdots \\
\underline{w}_{n}^{T}
\end{array}\right]
\end{array}\right.
$$

### 3.10 Duality principle

The concept of controllability and observability was introduced by AmericanHungarian engineer Rudolf E. Kalman for linear dynamic systems ${ }^{9}$. Let's consider a system which is denoted $\Sigma$. Then system $\Sigma_{D}$, which is the dual of $\Sigma$, as defined as follows:

$$
\Sigma=\left(\begin{array}{c|c|}
\mathbf{A} & \mathbf{B}  \tag{3.233}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right) \Rightarrow \Sigma_{D}=\operatorname{dual}(\Sigma)=\left(\begin{array}{c|c|}
\mathbf{A} & \mathbf{B} \\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)^{T}=\left(\begin{array}{c|c}
\mathbf{A}^{T} & \mathbf{C}^{T} \\
\hline \mathbf{B}^{T} & \mathbf{D}^{T}
\end{array}\right)
$$

The duality principle indicates that:

- System $\Sigma$ is observable if and only if system $\Sigma_{D}$ is controllable.
- System $\Sigma$ is controllable if and only if system $\Sigma_{D}$ is observable.

Furthermore we cannotice that the observable canonical form is the dual of the controllable canonical form.

### 3.11 Kalman decomposition

### 3.11.1 Controllable / uncontrollable decomposition

We recall that the controllability matrix $\mathbf{Q}_{c}$ is defined as follows:

$$
\mathbf{Q}_{c}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B} \tag{3.234}
\end{array}\right]
$$

Suppose that the system is not controllable, meaning that:

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{Q}_{c}\right)=n_{c}<n \tag{3.235}
\end{equation*}
$$

Let $\mathbf{P}_{c \bar{c}}$ be the following change of basis matrix which defines a new state vector $\underline{x}_{c \bar{c}}(t)$ as follows:

$$
\begin{equation*}
\underline{x}(t)=\mathbf{P}_{c \bar{c}} \underline{x}_{c \bar{c}}(t) \Leftrightarrow \underline{x}_{c \bar{c}}(t)=\mathbf{P}_{c \bar{c}}^{-1} \underline{x}(t) \tag{3.236}
\end{equation*}
$$

The first $n_{c}$ columns of $\mathbf{P}_{c \bar{c}}$ are chosen to be $n_{c}$ independent columns of $\mathbf{Q}_{c}$ whereas the remaining $n-n_{c}$ columns are arbitrarily chosen such that $\mathbf{P}_{c \bar{c}}$ is invertible:

$$
\mathbf{P}_{c \bar{c}}=\left[\begin{array}{llllll}
\underline{q}_{1} & \cdots & \underline{q}_{n_{c}} \tag{3.237}
\end{array}, \underline{q}_{n_{c}+1}, \cdots \underline{q}_{n}\right]
$$

Then, according to the results in section 2.2, the state-space representation involving the state vector $\underline{x}_{c \bar{c}}(t)$ reads:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}_{\bar{c}}(t)=\mathbf{A}_{c \bar{c}} x_{c \bar{c}}(t)+\mathbf{B}_{c \bar{c}} \underline{u}(t)  \tag{3.238}\\
\underline{y}(t)=\mathbf{C}_{c \bar{c}} \underline{x}_{c \bar{c}}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

[^18]where:
\[

\left\{$$
\begin{array}{l}
\mathbf{A}_{c \bar{c}}=\mathbf{P}_{c \bar{c}}^{-1} \mathbf{A} \mathbf{P}_{c \bar{c}}:=\left[\begin{array}{cc}
\mathbf{A}_{c} & \mathbf{A}_{12} \\
\mathbf{0} & \mathbf{A}_{\bar{c}}
\end{array}\right]  \tag{3.239}\\
\mathbf{B}_{c \bar{c}}=\mathbf{P}_{c \bar{c}}^{-1} \mathbf{B}:=\left[\begin{array}{c}
\mathbf{B}_{c} \\
\mathbf{0}
\end{array}\right] \\
\mathbf{C}_{c \bar{c}}=\mathbf{C P}_{c \bar{c}}:=\left[\begin{array}{ll}
\mathbf{C}_{c} & \mathbf{C}_{\bar{c}}
\end{array}\right]
\end{array}
$$\right.
\]

It is worth noticing that the feedforward matrix $\mathbf{D}$ is independent of the choice of the state vector.

The state vector $\underline{x}_{c \bar{c}}(t)$ can be split into vector $\underline{x}_{c}(t)$, which represents the controllable states, and vector $\underline{x}_{\bar{c}}(t)$ which represents the uncontrollable states:

$$
\underline{x}_{c \bar{c}}(t):=\left[\begin{array}{c}
\underline{x}_{c}(t)  \tag{3.240}\\
\underline{x}_{\bar{c}}(t)
\end{array}\right]
$$

Furthermore, the reduced-order state equation of the controllable state vector $\underline{x}_{c}(t)$ is controllable and has the same transfer function than the full state equation:

$$
\left\{\begin{array}{l}
\dot{x}_{c}(t)=\mathbf{A}_{c} \underline{x}_{c}(t)+\mathbf{B}_{c} \underline{u}(t)  \tag{3.241}\\
\underline{y}(t)=\mathbf{C}_{c} \underline{x}_{c}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

### 3.11.2 Observable / unobservable decomposition

We recall that the observability matrix $\mathbf{Q}_{o}$ is defined as follows:

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{3.242}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

Suppose that the system is not observable, meaning that:

$$
\begin{equation*}
\operatorname{rank}\left(\mathbf{Q}_{o}\right)=n_{o}<n \tag{3.243}
\end{equation*}
$$

Let $\mathbf{P}_{o \bar{o}}$ be the following change of basis matrix which defines a new state vector $\underline{x}_{o \bar{o}}(t)$ as follows:

$$
\begin{equation*}
\underline{x}(t)=\mathbf{P}_{o \bar{o}} \underline{x}_{o \bar{o}}(t) \Leftrightarrow \underline{x}_{o \bar{o}}(t)=\mathbf{P}_{o \bar{o}}^{-1} \underline{x}(t) \tag{3.244}
\end{equation*}
$$

The first $n_{o}$ rows of $\mathbf{P}_{o \bar{o}}^{-1}$ are chosen to be $n_{o}$ independent rows of $\mathbf{Q}_{o}$ whereas the remaining $n-n_{o}$ rows are arbitrarily chosen such that $\mathbf{P}_{o \bar{o}}^{-1}$ is invertible:

$$
\mathbf{P}_{o \bar{o}}^{-1}=\left[\begin{array}{c}
\underline{q}_{1}  \tag{3.245}\\
\vdots \\
-\underline{q}_{n_{o}} \\
\underline{q}_{n_{o}+1} \\
\vdots \\
\underline{q}_{n}
\end{array}\right]
$$

Then, according to the results in section 2.2, the state-space representation involving the state vector $\underline{x}_{o \bar{o}}(t)$ reads:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{o \bar{o}}(t)=\mathbf{A}_{o \bar{o}} \underline{x}_{o \bar{o}}(t)+\mathbf{B}_{o \bar{o}} \underline{u}(t)  \tag{3.246}\\
\underline{y}(t)=\mathbf{C}_{o \bar{o}} \underline{o}_{o \bar{o}}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}_{o \bar{o}}=\mathbf{P}_{o \bar{o}}^{-1} \mathbf{A} \mathbf{P}_{o \bar{o}}:=\left[\begin{array}{cc}
\mathbf{A}_{o} & \mathbf{0} \\
\mathbf{A}_{21} & \mathbf{A}_{\bar{o}}
\end{array}\right]  \tag{3.247}\\
\mathbf{B}_{o \bar{o}}=\mathbf{P}_{o \bar{o}}^{-1} \mathbf{B}:=\left[\begin{array}{l}
\mathbf{B}_{o} \\
\mathbf{B}_{\bar{o}}
\end{array}\right] \\
\mathbf{C}_{o \bar{o}}=\mathbf{C P}_{o \bar{o}}:=\left[\begin{array}{ll}
\mathbf{C}_{o} & \mathbf{0}
\end{array}\right]
\end{array}\right.
$$

It is worth noticing that the feedforward matrix $\mathbf{D}$ is independent of the choice of the state vector.

The state vector $\underline{x}_{o \bar{o}}(t)$ can be split into vector $\underline{x}_{o}(t)$, which represents the observable states, and vector $\underline{x}_{\bar{o}}(t)$ which represents the unobservable states:

$$
\underline{x}_{o \bar{o}}(t):=\left[\begin{array}{l}
\underline{x}_{o}(t)  \tag{3.248}\\
\underline{x}_{\bar{o}}(t)
\end{array}\right]
$$

Furthermore, the reduced-order state equation of the observable state vector $\underline{x}_{o}(t)$ is observable and has the same transfer function than the full state equation:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{o}(t)=\mathbf{A}_{o} \underline{x}_{o}(t)+\mathbf{B}_{o} \underline{u}(t)  \tag{3.249}\\
\underline{y}(t)=\mathbf{C}_{o} \underline{x}_{o}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

### 3.11.3 Canonical decomposition

Kalman decomposition is a state-space representation which makes clear the observable and controllable components of the system. More precisely any linear system $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ can be transformed by a similarity transformation as follows:

$$
\left\{\begin{align*}
\dot{\underline{x}}_{K}(t) & =\mathbf{A}_{K} \underline{x}_{K}(t)+\mathbf{B}_{K} \underline{u}(t)  \tag{3.250}\\
\underline{y}(t) & =\mathbf{C}_{K} \underline{x}_{K}(t)+\mathbf{D} \underline{u}(t)
\end{align*}\right.
$$

The Kalman decomposition expands as follows:

$$
\left(\begin{array}{c|c}
\mathbf{A}_{K} & \mathbf{B}_{K}  \tag{3.251}\\
\hline \mathbf{C}_{K} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{cccc|c}
\mathbf{A}_{c \bar{o}} & \mathbf{A}_{12} & \mathbf{A}_{13} & \mathbf{A}_{14} & \mathbf{B}_{c \bar{c}} \\
\mathbf{0} & \mathbf{A}_{c o} & \mathbf{0} & \mathbf{A}_{24} & \mathbf{B}_{c o} \\
\mathbf{0} & \mathbf{0} & \mathbf{A}_{\bar{c} \bar{o}} & \mathbf{A}_{34} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{A}_{\bar{c} o} & \mathbf{0} \\
\hline \mathbf{0} & \mathbf{C}_{c o} & \mathbf{0} & \mathbf{C}_{\bar{c} o} & \mathbf{D}
\end{array}\right)
$$

This leads to the conclusion that ${ }^{10}$ :

- Subsystem $\left(\begin{array}{c|c}\mathbf{A}_{c o} & \mathbf{B}_{c o} \\ \hline \mathbf{C}_{c o} & \mathbf{D}\end{array}\right)$ is both controllable and observable;


Figure 3.2: Example of uncontrollable mode through pole / zero cancellation in series interconnection


Figure 3.3: Example of unobservable mode through pole / zero cancellation in series interconnection

- Subsystem $\left(\begin{array}{rr|r}\mathbf{A}_{c \bar{o}} & \mathbf{A}_{12} & \mathbf{B}_{c \bar{o}} \\ \mathbf{0} & \mathbf{A}_{c o} & \mathbf{B}_{c o} \\ \hline \mathbf{0} & \mathbf{C}_{c o} & \mathbf{D}\end{array}\right)$ is controllable;
- Subsystem $\left(\begin{array}{rr|r}\mathbf{A}_{c o} & \mathbf{A}_{24} & \mathbf{B}_{c o} \\ \mathbf{0} & \mathbf{A}_{\bar{c} o} & \mathbf{0} \\ \hline \mathbf{C}_{c o} & \mathbf{C}_{\bar{c} o} & \mathbf{D}\end{array}\right)$ is observable.

Practical cases of uncontrollability and unobservability may appear in pole(s) / zero(s) cancellation in series interconnection as represented in Figure 3.2 and Figure 3.3.

In the special case where matrix $\mathbf{A}$ has distinct eigenvalues then matrices $\mathbf{A}_{i j}=\mathbf{0} \forall i \neq j$ and Kalman decomposition reduces as follows:

$$
\left(\begin{array}{c|c}
\mathbf{A}_{K} & \mathbf{B}_{K}  \tag{3.252}\\
\hline \mathbf{C}_{K} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{cccc|c}
\mathbf{A}_{c \bar{o}} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{B}_{c \bar{c}} \\
\mathbf{0} & \mathbf{A}_{c o} & \mathbf{0} & \mathbf{0} & \mathbf{B}_{c o} \\
\mathbf{0} & \mathbf{0} & \mathbf{A}_{\bar{c} \bar{o}} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{A}_{\bar{c} o} & \mathbf{0} \\
\hline \mathbf{0} & \mathbf{C}_{c o} & \mathbf{0} & \mathbf{C}_{\bar{c} o} & \mathbf{D}
\end{array}\right)
$$

Figure 3.4 represents the Kalman decomposition: there is no path, direct or through a block, from the input to either of the uncontrollable blocks. Similarly the unobservable blocks have no path to the output.

The new state representation $\left(\begin{array}{c|c}\mathbf{A}_{K} & \mathbf{B}_{K} \\ \hline \mathbf{C}_{K} & \mathbf{D}\end{array}\right)$ is obtained using the change of basis matrix $\mathbf{P}_{K}$ :

$$
\left\{\begin{array}{l}
\mathbf{A}_{K}=\mathbf{P}_{K}^{-1} \mathbf{A} \mathbf{P}_{K}  \tag{3.253}\\
\mathbf{B}_{K}=\mathbf{P}_{K}^{-1} \mathbf{B} \\
\mathbf{C}_{K}=\mathbf{C P}_{K}
\end{array}\right.
$$

Let $\underline{v}_{1}, \underline{v}_{2}, \cdots, \underline{v}_{n}$ be the eigenvectors of matrix $\mathbf{A}$ and $\underline{w}_{1}, \underline{w}_{2}, \cdots, \underline{w}_{n}$ be the eigenvectors of matrix $\mathbf{A}^{T}$. The change of basis matrix $\mathbf{P}_{K}$ is an invertible matrix defined as follows:

$$
\mathbf{P}_{K}=\left[\begin{array}{llll}
\underline{v}_{1} & \underline{v}_{2} & \cdots & \underline{v}_{n}
\end{array}\right]=\left[\begin{array}{llll}
\mathbf{P}_{c \bar{o}} & \mathbf{P}_{c o} & \mathbf{P}_{\bar{c} \bar{o}} & \mathbf{P}_{\bar{c} o} \tag{3.254}
\end{array}\right]
$$



Figure 3.4: Kalman decomposition in the special case where matrix $\mathbf{A}$ has distinct eigenvalues

Where ${ }^{10}$ :

- $\mathbf{P}_{c \bar{o}}$ is a matrix whose columns span the subspace of states which are both controllable and unobservable: $\underline{w}_{i}^{T} \mathbf{B} \neq \underline{0}$ and $\mathbf{C} \underline{v}_{i}=\underline{0}$;
- $\mathbf{P}_{c o}$ is chosen so that the columns of $\left[\mathbf{P}_{c \bar{o}} \mathbf{P}_{c o}\right]$ are a basis for the controllable subspace: $\underline{w}_{i}^{T} \mathbf{B} \neq \underline{0}$ and $\mathbf{C} \underline{v}_{i} \neq \underline{0}$;
- $\mathbf{P}_{\bar{c} \bar{o}}$ is chosen so that the columns of [ $\mathbf{P}_{c \bar{o}} \mathbf{P}_{\bar{c} \bar{o}}$ ] are a basis for the unobservable subspace: $\underline{w}_{i}^{T} \mathbf{B}=\underline{0}$ and $\mathbf{C} \underline{v}_{i}=\underline{0}$;
- $\mathbf{P}_{\bar{c} o}$ is chosen so that $\mathbf{P}_{K}$ is invertible: $\underline{w}_{i}^{T} \mathbf{B}=\underline{0}$ and $\mathbf{C} \underline{v}_{i} \neq \underline{0}$.

It is worth noticing that some of those matrices may not exist. For example if the system is both controllable and observable then $\mathbf{P}_{K}=\mathbf{P}_{c o}$; thus other matrices do not exist. In addition Kalman decomposition is more than getting a diagonal form for the state matrix $\mathbf{A}$. When state matrix $\mathbf{A}$ is diagonal observability and controllability have still to be checked using the rank condition test. Finally all realizations obtained from a transfer function are both controllable and observable.

Example 3.17. Let's consider the following realization:

$$
\left(\begin{array}{l|l}
\mathbf{A} & \mathbf{B}  \tag{3.255}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{rr|r}
-1 & 10 & -2 \\
0 & 1 & 0 \\
\hline-2 & 3 & -2
\end{array}\right)
$$

Matrix A has a stable mode, which is -1 , and an unstable mode, which is 1. When computing the transfer function of the system we can observe a pole / zero cancellation of the unstable mode:

$$
\begin{align*}
F(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \\
& =\left[\begin{array}{ll}
-2 & 3
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{s+1} & \frac{10}{s^{2}-1} \\
0 & \frac{1}{s-1}
\end{array}\right]\left[\begin{array}{c}
-2 \\
0
\end{array}\right]-2  \tag{3.256}\\
& =\frac{4}{s+1}-2 \\
& =\frac{-2 s+2}{s+1}
\end{align*}
$$

From PBH test it can be checked that mode -1 is both controllable and observable whereas mode 1 is observable but not controllable. Thus the system is not stabilizable.

Internal stability (which implies input-output stability, or BIBO stability) is required in practice. This cannot be achieved unless the plant is both detectable and stabilizable.
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### 3.12 Minimal realization (again!)

We have seen that a realization of a transfer function $\mathbf{F}(s)$ is minimal if there exists no realization of lesser order whose transfer function is $\mathbf{F}(s)$. The order of a realization is the size of matrix $\mathbf{A}$.

A realization is said to be minimal if and only if the realization is both controllable and observable. Consequently a minimal realization of the transfer function $\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}$ is $\mathbf{C}_{c o}\left(s \mathbb{I}-\mathbf{A}_{c o}\right)^{-1} \mathbf{B}_{c o}+\mathbf{D}$ :

$$
\mathbf{F}(s)=\left(\begin{array}{c|c}
\mathbf{A} & \mathbf{B}  \tag{3.257}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)=\left(\begin{array}{c|c}
\mathbf{A}_{c o} & \mathbf{B}_{c o} \\
\hline \mathbf{C}_{c o} & \mathbf{D}
\end{array}\right)
$$

Indeed:

$$
\begin{align*}
(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} & =\left[\begin{array}{cccc}
s \mathbb{I}-\mathbf{A}_{c \bar{o}} & -\mathbf{A}_{12} & -\mathbf{A}_{13} & -\mathbf{A}_{14} \\
\mathbf{0} & s \mathbb{I}-\mathbf{A}_{c o} & \mathbf{0} & -\mathbf{A}_{24} \\
\mathbf{0} & \mathbf{0} & s \mathbb{I}-\mathbf{A}_{\bar{c} \bar{o}} & -\mathbf{A}_{34} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & s \mathbb{I}-\mathbf{A}_{\bar{c} o}
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{B}_{c \bar{o}} \\
\mathbf{B}_{c o} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\left(s \mathbb{I}-\mathbf{A}_{c \bar{o}}\right)^{-1} & * & * \\
\mathbf{0} & \left(s \mathbb{I}-\mathbf{A}_{c o}\right)^{-1} & * & * \\
\mathbf{0} & \mathbf{0} & \left(s \mathbb{I}-\mathbf{A}_{\bar{c} \bar{o}}\right)^{-1} & * \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \left(s \mathbb{I}-\mathbf{A}_{\overline{c o}}\right)^{-1}
\end{array}\right]\left[\begin{array}{c}
\mathbf{B}_{c \bar{o}} \\
\mathbf{B}_{c o} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \\
& =\left[\begin{array}{cc}
* & \\
\left(s \mathbb{I}-\mathbf{A}_{c o}\right)^{-1} \mathbf{B}_{c o} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \tag{3.258}
\end{align*}
$$

And:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \\
& =\left[\begin{array}{llll}
\mathbf{0} & \mathbf{C}_{c o} & \mathbf{0} & \mathbf{C}_{\overline{c o}}
\end{array}\right]\left[\begin{array}{c}
* \\
\left(s \mathbb{I}-\mathbf{A}_{c o}\right)^{-1} \mathbf{B}_{c o} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]+\mathbf{D}  \tag{3.259}\\
& =\mathbf{C}_{c o}\left(s \mathbb{I}-\mathbf{A}_{c o}\right)^{-1} \mathbf{B}_{c o}+\mathbf{D} \\
& =\left(\begin{array}{c|c}
\mathbf{A}_{c o} & \mathbf{B}_{c o} \\
\hline \mathbf{C}_{c o} & \mathbf{D}
\end{array}\right)
\end{align*}
$$

The number of states of a minimal realization can be evaluated by the rank of the product of the observability and the controllability matrix ${ }^{11}$.
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## Chapter 4

## Observer design

### 4.1 Introduction

The components of the state vector $\underline{x}$ may not be fully available as measurements. Observers are used in order to estimate state variables of a dynamical system, which will be denoted $\underline{\hat{x}}$ in the following, from the output signal $y(t)$ and the input signal $\underline{u}(t)$ as depicted on Figure 4.1.

Several methods may be envisioned to reconstruct the state vector $\underline{x}(t)$ of a system from the observation of its output signal $\underline{y}(t)$ and the knowledge of the input signal $\underline{u}(t)$ :

- From the output equation $\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ we can imagine to build $\underline{x}(t)$ from the relation $\underline{x}(t)=\mathbf{C}^{-1}(\underline{y}(t)-\mathbf{D} \underline{u}(t))$. Unfortunately this relation holds as soon as matrix $\mathbf{C}$ is square and invertible, which is seldom the case;
- Assuming that the size of the state vector is $n$ we may also imagine to take the derivative of the output signal $n-1$ times and use the state equation $\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)$ to get $n$ equations where the state vector $\underline{x}(t)$ is the unknown. Unfortunately this not possible in practice because each derivative of an unsmoothed signal increases its noise ;


Figure 4.1: Observer principle

- We can also use a Luenberger observer which will be developed in the next section. David Gilbert Luenberger, born in 1937 in Los Angeles, is an American mathematical scientist ${ }^{1}$. The theory of full order observer originated in the work of Luenberger in 1964.

This chapter focuses on observers design. More specifically Luenberger observer, state observer for SISO systems in observable canonical form, state observer for SISO systems in arbitrary state-space representation and state observer for MIMO systems will be presented. We will also present reduced-order observer design.

### 4.2 Luenberger observer

### 4.2.1 State observer

Consider the following state space representation where $\underline{x}(t)$ denotes the state vector, $\underline{y}(t)$ the measured output and $\underline{u}(t)$ the control input:

$$
\left\{\begin{array}{l}
\underline{\underline{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{4.1}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

We assume that state vector $\underline{x}(t)$ cannot be measured. The purpose of the state observer is to estimate $\underline{x}(t)$ based on the measured output $\underline{y}(t)$. Luenberger observer provides an estimation $\underline{\hat{x}}(t)$ of the state vector $\underline{x}(t)$ through the following differential equation where output signal $y(t)$ and input signal $\underline{u}(t)$ are known and where matrices $\mathbf{F}, \mathbf{J}$ and $\mathbf{L}$ have to be determined:

$$
\begin{equation*}
\underline{\hat{\hat{x}}}(t)=\mathbf{F} \underline{\hat{x}}(t)+\mathbf{J} \underline{u}(t)+\mathbf{L} \underline{y}(t) \tag{4.2}
\end{equation*}
$$

The estimation error $e(t)$ is defined as follows:

$$
\begin{equation*}
\underline{e}(t)=\underline{x}(t)-\underline{\hat{x}}(t) \tag{4.3}
\end{equation*}
$$

The time derivative of the estimation error reads:

$$
\begin{align*}
\underline{\dot{e}}(t) & =\dot{\hat{x}}(t)-\dot{\hat{\hat{x}}}(t)  \tag{4.4}\\
& =\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)-\mathbf{F} \underline{\hat{x}}(t)-\mathbf{J} \underline{u}(t)-\mathbf{L} \underline{y}(t)
\end{align*}
$$

Thanks to the output equation $\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ and the relation $\underline{x}(t)=$ $\underline{e}(t)+\underline{\hat{x}}(t)$ we get:

$$
\begin{align*}
\underline{\dot{e}}(t) & =\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)-\mathbf{F} \hat{\underline{x}}(t)-\mathbf{J} \underline{u}(t)-\mathbf{L}(\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)) \\
& =(\mathbf{A}-\mathbf{L} \mathbf{C}) \underline{x}(t)+(\mathbf{B}-\mathbf{J}-\mathbf{L} \mathbf{D}) \underline{u}(t)-\mathbf{F} \hat{\hat{x}}(t)  \tag{4.5}\\
& =(\mathbf{A}-\mathbf{L} \mathbf{C}) \underline{e}(t)+(\mathbf{B}-\mathbf{J}-\mathbf{L D}) \underline{u}(t)+(\mathbf{A}-\mathbf{L C}-\mathbf{F}) \underline{\hat{x}}(t)
\end{align*}
$$

As soon as the purpose of the observer is to move the estimation error $\underline{e}(t)$ towards zero independently of control $\underline{u}(t)$ and true state vector $\underline{x}(t)$ we choose matrices $\mathbf{J}$ and $\mathbf{F}$ as follows:
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\left\{$$
\begin{array}{l}
\mathbf{J}=\mathbf{B}-\mathbf{L} \mathbf{D}  \tag{4.6}\\
\mathbf{F}=\mathbf{A}-\mathbf{L} \mathbf{C}
\end{array}
$$\right.
\]

Thus the dynamics of the estimation error $\underline{e}(t)$ reduces to be:

$$
\begin{equation*}
\underline{\dot{e}}(t)=(\mathbf{A}-\mathbf{L C}) \underline{e}(t) \tag{4.7}
\end{equation*}
$$

In order that the estimation error $\underline{e}(t)$ moves towards zero, meaning that the estimated state vector $\underline{\hat{x}}$ becomes equal to the actual state vector $\underline{x}(t)$, matrix $\mathbf{L}$ shall be chosen such that all the eigenvalues of $\mathbf{A}-\mathbf{L C}$ are situated in the left half plane.

With the expression of matrices $\mathbf{J}$ and $\mathbf{F}$ the dynamics of the Luenberger observer can be written as follows:

$$
\begin{align*}
\dot{\hat{\hat{x}}}(t) & =\mathbf{F} \hat{\underline{x}}(t)+\mathbf{J} \underline{u}(t)+\mathbf{L} \underline{y}(t) \\
& =(\mathbf{A}-\mathbf{L} \mathbf{C}) \underline{\hat{x}}(t)+(\overline{\mathbf{B}}-\mathbf{L D}) \underline{u}(t)+\mathbf{L} \underline{y}(t) \tag{4.8}
\end{align*}
$$

That is:

$$
\begin{equation*}
\underline{\dot{\hat{x}}}(t)=\mathbf{A} \underline{\hat{x}}(t)+\mathbf{B} \underline{u}(t)+\mathbf{L}(\underline{y}(t)-\underline{\hat{y}}(t)) \tag{4.9}
\end{equation*}
$$

Where:

$$
\begin{equation*}
\underline{\hat{y}}(t)=\mathbf{C} \underline{\hat{x}}(t)+\mathbf{D} \underline{u}(t) \tag{4.10}
\end{equation*}
$$

Thus the dynamics of the Luenberger observer is the same than the dynamics of the original system with the additional term $\mathbf{L}(\underline{y}(t)-\underline{\hat{y}}(t))$ where $\mathbf{L}$ is a gain to be set. This additional term is proportional to the error $\underline{y}(t)-\underline{\hat{y}}(t)$. It enables to drive the estimated state $\underline{\hat{x}}(t)$ towards its actual value $\underline{x}(t)$ when the measured output $\underline{y}(t)$ deviates from the estimated output $\underline{\hat{y}}(t)$.

In order to compute a state space representation and the transfer function of the observer we first identify its input and output.

- As discussed previously the input vector $\underline{u}_{o}(t)$ of the observer is composed of the output $\underline{y}(t)$ of the plant whose state is estimated and its input $\underline{u}(t)$ :

$$
\underline{u}_{o}(t)=\left[\begin{array}{l}
\underline{y}(t)  \tag{4.11}\\
\underline{u}(t)
\end{array}\right]
$$

- The output $\underline{y}_{o}(t)$ of the observer is the estimated state vector $\underline{\hat{x}}(t)$ of the plant:

$$
\begin{equation*}
\underline{y}_{o}(t)=\underline{\hat{x}}(t) \tag{4.12}
\end{equation*}
$$

Consequently (4.9) and (4.10) can be organized to obtain a state space representation of the observer:

$$
\left\{\begin{align*}
\underline{\dot{\hat{x}}}(t) & =\mathbf{A} \hat{\hat{x}}(t)+\mathbf{B} \underline{u}(t)+\mathbf{L}(\underline{y}(t)-\hat{\hat{y}}(t))  \tag{4.13}\\
& =\mathbf{A} \underline{\hat{x}}(t)+\mathbf{B} \underline{u}(t)+\mathbf{L}(\underline{y}(t)-\mathbf{C} \underline{\hat{x}}(t)-\mathbf{D} \underline{u}(t)) \\
& =(\mathbf{A}-\mathbf{L C}) \underline{\hat{x}}(t)+\left[\begin{array}{ll}
\mathbf{L} & \mathbf{B}-\mathbf{L D}
\end{array}\right]\left[\begin{array}{l}
\underline{y}(t) \\
\underline{u}(t)
\end{array}\right] \\
& =(\mathbf{A}-\mathbf{L} \mathbf{C}) \underline{\hat{x}}(t)+\left[\begin{array}{ll}
\mathbf{L} & \mathbf{B}-\mathbf{L D}
\end{array}\right] \underline{u}_{o}(t) \\
& :=\mathbf{A}_{o b s}^{\hat{\hat{x}}}(t)+\mathbf{B}_{o b s} \underline{u}_{o}(t) \\
\underline{\underline{y}}_{o}(t) & =\underline{\hat{x}}(t) \\
& =\underline{\underline{\hat{x}}(t)+\mathbf{0} \underline{u}_{o}(t)} \\
& :=\mathbf{\mathbf { C } _ { o b s } \underline { \hat { x } } ( t ) + \mathbf { D } _ { o b s } \underline { u } _ { o } ( t )}
\end{align*}\right.
$$



Figure 4.2: Block diagram of the state-space representation of an observer

It is worth noticing that the state matrix of the observer reads ( $\mathbf{A}-\mathbf{L C}$ ). Setting the eigenvalues of $(\mathbf{A}-\mathbf{L C})$ through the observer gain $\mathbf{L}$ is equivalent by duality to set the eigenvalues of matrix $(\mathbf{A}-\mathbf{L} \mathbf{C})^{T}=\mathbf{A}^{T}-\mathbf{C}^{T} \mathbf{K}$ through the state feedback gain $\mathbf{K}$. Observer gain $\mathbf{L}$ is related to state feedback $\mathbf{K}$ as follows:

$$
\begin{equation*}
\mathbf{L}:=\mathbf{K}^{T} \tag{4.14}
\end{equation*}
$$

Finally the transfer function of the observer, which is obviously a MultiInput Multi-Output (MIMO) system, reads:

$$
\begin{align*}
\mathbf{G}_{o b s}(s) & =\mathbf{C}_{o b s}\left(s \mathbb{I}-\mathbf{A}_{o b s}\right)^{-1} \mathbf{B}_{o b s}+\mathbf{D}_{o b s} \\
& =(s \mathbb{I}-(\mathbf{A}-\mathbf{L C}))^{-1}\left[\begin{array}{ll}
\mathbf{L} & \mathbf{B}-\mathbf{L D}
\end{array}\right] \tag{4.15}
\end{align*}
$$

The block diagram corresponding to state-space representation (4.9) is shown in Figure 4.2.

In the following we will assume that the system is observable, or at least detectable, such that it is possible to design a state observer.

### 4.2.2 Estimating output derivative

Assume that the plant has no feedforward matrix $(\mathbf{D}=\mathbf{0})$ and that the following state observer has been designed:

$$
\mathbf{D}=\mathbf{0} \Rightarrow \underline{\dot{\hat{x}}}(t)=(\mathbf{A}-\mathbf{L} \mathbf{C}) \underline{\hat{x}}(t)+\left[\begin{array}{ll}
\mathbf{L} & \mathbf{B}
\end{array}\right]\left[\begin{array}{l}
\underline{y}(t)  \tag{4.16}\\
\underline{u}(t)
\end{array}\right]
$$

We wish to estimate the derivative $\underline{\hat{y}}(t)$ of the actual output $\underline{y}(t)$ of the plant from the output $\underline{\hat{x}}(t)$ of the observer. We get:

$$
\begin{align*}
\underline{y}(t)=\mathbf{C} \underline{x}(t) \Rightarrow \underline{\dot{y}}(t) & =\mathbf{C} \underline{\dot{x}}(t) \\
& =\mathbf{C}(\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t))  \tag{4.17}\\
& =\mathbf{C A} \underline{x}(t)+\mathbf{C B} \underline{u}(t)
\end{align*}
$$

We finally get:

$$
\begin{equation*}
\underline{\hat{\hat{y}}}(t)=\mathbf{C A} \underline{\hat{x}}(t)+\mathbf{C B} \underline{u}(t) \tag{4.18}
\end{equation*}
$$

### 4.2.3 Output observer

Consider the following state space representation where $\underline{x}(t)$ denotes the state vector, $\underline{y}(t)$ the measured output, $\underline{z}(t)$ the performance output and $\underline{u}(t)$ the control input:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{4.19}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t) \\
\underline{z}(t)=\mathbf{T} \underline{x}(t)
\end{array}\right.
$$

We assume that the performance output $\underline{z}(t)$ cannot be measured. The purpose of the output observer is to estimate the performance output $\underline{z}(t)$ based on the measured output $\underline{y}(t)$. Luenberger observer provides an estimation $\underline{\hat{z}}(t)$ of the performance output $\underline{z}(t)$ through the following differential equation where output signal $\underline{y}(t)$ and input signal $\underline{u}(t)$ are known and where matrices $\mathbf{F}, \mathbf{J}$ and $\mathbf{L}$ have to be $\overline{\text { determined: }}$

$$
\begin{equation*}
\underline{\dot{\hat{z}}}(t)=\mathbf{F} \underline{\hat{z}}(t)+\mathbf{T B} \underline{u}(t)+\mathbf{L} \underline{y}(t) \tag{4.20}
\end{equation*}
$$

The estimation error $\underline{e}(t)$ is defined as follows:

$$
\begin{equation*}
\underline{e}(t)=\underline{z}(t)-\underline{\hat{z}}(t) \tag{4.21}
\end{equation*}
$$

Thanks to equation $\underline{z}(t)=\mathbf{T} \underline{x}(t)$ and the relation $\underline{z}(t)=\underline{e}(t)+\underline{\hat{z}}(t)$ the time derivative of the estimation error reads:

$$
\begin{align*}
\underline{\dot{e}}(t) & =\underline{\dot{z}}(t)-\dot{\dot{\hat{z}}}(t) \\
& =\mathbf{T}\left(\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)-\mathbf{F} \hat{\underline{z}}(t)-\mathbf{T} \mathbf{B}_{\underline{u}}(t)-\mathbf{L} \underline{y}(t)\right. \\
& =\mathbf{T A} \underline{x}(t)-\mathbf{F} \underline{\hat{z}}(t)-\mathbf{L} \underline{y}(t)  \tag{4.22}\\
& =\mathbf{T A} \underline{x}(t)-\mathbf{F}(\underline{z}(t)-\underline{e}(t))-\mathbf{L} \underline{y}(t) \\
& =(\mathbf{T A}-\mathbf{F} \mathbf{T}-\mathbf{L} \mathbf{C}) \underline{x}(t)+\mathbf{F} \underline{e}(t)
\end{align*}
$$

Thus, as soon as the following relation holds:

$$
\begin{equation*}
\mathbf{L C}=\mathbf{T A}-\mathbf{F T} \tag{4.23}
\end{equation*}
$$

We get:

$$
\begin{equation*}
\underline{\dot{e}}(t)=\mathbf{F} \underline{e}(t) \Rightarrow \underline{e}(t)=e^{\mathbf{F} t} \underline{e}(0) \tag{4.24}
\end{equation*}
$$

In addition, if $\mathbf{F}$ is stable, we get:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \underline{e}(t)=\underline{0} \tag{4.25}
\end{equation*}
$$

Moreover, if we wish to estimate the state vector $\underline{x}(t)$ through $\underline{\hat{z}}(t)$ and the actual output $\underline{y}(t)$ we can use matrices $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ such that:

$$
\begin{align*}
\underline{\hat{x}}(t) & =\mathbf{M}_{1} \underline{\hat{z}}(t)+\mathbf{M}_{2} y(t) \\
& =\mathbf{M}_{1}(\underline{z}(t)-\underline{e}(t))+\mathbf{M}_{2} \underline{y}(t)  \tag{4.26}\\
& =\left(\mathbf{M}_{1} \mathbf{T}+\mathbf{M}_{2} \mathbf{C}\right) \underline{x}(t)-\mathbf{M}_{1} \underline{e}(t)
\end{align*}
$$

Then choosing $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ such that:

$$
\begin{equation*}
\mathbf{M}_{1} \mathbf{T}+\mathbf{M}_{2} \mathbf{C}=\mathbb{I} \tag{4.27}
\end{equation*}
$$

We get:

$$
\begin{equation*}
\underline{\hat{x}}(t)=\underline{x}(t)-\mathbf{M}_{1} \underline{e}(t) \tag{4.28}
\end{equation*}
$$

And, thanks to (4.25):

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \hat{\underline{x}}(t)=\underline{x}(t) \tag{4.29}
\end{equation*}
$$

Matrices $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ can be computed as follows assuming that matrix $\left[\begin{array}{l}\mathbf{T} \\ \mathbf{C}\end{array}\right]$ is full $\mathrm{rank}^{2}$ :

$$
\left[\begin{array}{ll}
\mathbf{M}_{1} & \mathbf{M}_{2}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{T}  \tag{4.30}\\
\mathbf{C}
\end{array}\right]^{-1}
$$

If matrix $\mathbf{T}$ is full rank, then we can choose $\mathbf{M}_{2}=\mathbf{0}$. Then we get for the dynamics of the estimator $\underline{\hat{x}}(t)$ of state $\underline{x}(t)$ :

$$
\begin{align*}
& \left\{\begin{array}{l}
\underline{\dot{\hat{z}}}(t)=\mathbf{F} \hat{\underline{\hat{z}}}(t)+\mathbf{T B} \underline{u}(t)+\mathbf{L} \underline{y}(t) \\
\underline{y}(t)=\mathbf{C} \underline{x}(t) \\
\underline{\hat{\hat{z}}}(t)
\end{array}=\mathbf{T} \mathbf{\underline { \hat { x } }}(t)\right.  \tag{4.31}\\
& \Rightarrow \underline{\hat{\hat{x}}}(t)=\mathbf{T}^{-1} \underline{\hat{\hat{z}}}(t)=\mathbf{T}^{-1}(\mathbf{F T} \underline{\hat{\hat{x}}}(t)+\mathbf{T B} \underline{u}(t)+\mathbf{L} \underline{y}(t))
\end{align*}
$$

We finally retrieve the expression of the state observer by using (4.23). Indeed, for the general case where $\mathbf{T} \neq \mathbb{I}$ we get:

$$
\begin{align*}
\mathbf{F T}=\mathbf{T A}-\mathbf{L C} \Rightarrow \underline{\dot{\hat{x}}}(t) & =\mathbf{T}^{-1}((\mathbf{T A}-\mathbf{L} \mathbf{C}) \underline{\hat{x}}(t)+\mathbf{T B} \underline{u}(t)+\mathbf{L} \underline{y}(t)) \\
& =\mathbf{A} \underline{\hat{x}}(t)+\mathbf{B} \underline{u}(t)+\mathbf{T}^{-1} \mathbf{L}(\underline{y}(t)-\mathbf{C} \underline{\hat{x}}(t)) \tag{4.32}
\end{align*}
$$

### 4.3 State observer for SISO systems in observable canonical form

Let $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ be an observable Single-Input Single-Output (SISO) linear timeinvariant system of order $n$ and let $\chi_{A-L C}(s)$ be an imposed $n^{\text {th }}$ order monic polynomial (a monic polynomial is a polynomial in which the leading coefficient, that is the nonzero coefficient of highest degree, is equal to 1). Polynomial $\chi_{A-L C}(s)$ corresponds to the characteristic polynomial of matrix $\mathbf{A}-\mathbf{L C}$. It is formed thanks to the predefined eigenvalues $\lambda_{L 1}, \cdots, \lambda_{L n}$ assigned for the dynamics of the observer:

$$
\begin{equation*}
\chi_{A-L C}(s)=\operatorname{det}(s \mathbb{I}-(\mathbf{A}-\mathbf{L C}))=\left(s-\lambda_{L 1}\right) \cdots\left(s-\lambda_{L n}\right) \tag{4.33}
\end{equation*}
$$

When expanding the preceding product we get:

$$
\begin{equation*}
\chi_{A-L C}(s)=s^{n}+p_{n-1} s^{n-1}+\cdots+p_{1} s+p_{0} \tag{4.34}
\end{equation*}
$$

[^22]We begin with the case where the system realization $\left(\begin{array}{l|l}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ is the observable canonical form. Then matrices $\mathbf{A}_{o}$ and $\mathbf{C}_{o}$ are the following:

$$
\left\{\begin{align*}
\mathbf{A}_{o} & =\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0} \\
1 & 0 & 0 & \ddots & -a_{1} \\
0 & 1 & 0 & \ddots & -a_{2} \\
\vdots & \ddots & \ddots & & \vdots \\
0 & & 0 & 1 & -a_{n-1}
\end{array}\right]  \tag{4.35}\\
\mathbf{C}_{o} & =\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1
\end{array}\right]
\end{align*}\right.
$$

Matrices $\mathbf{B}_{o}$ and $\mathbf{D}$ will not be used.
Let $\mathbf{L}_{o}$ be the observer gain matrix when the observable canonical form of the system is used. For a SISO system this is a $n \times 1$ matrix. Let $L_{i}$ be the (scalar) component in the $i^{\text {th }}$ row of matrix $\mathbf{L}_{o}$ :

$$
\mathbf{L}_{o}=\left[\begin{array}{c}
L_{1}  \tag{4.36}\\
\vdots \\
L_{n}
\end{array}\right]
$$

Then matrix $\mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o}$ reads:

$$
\begin{align*}
& \mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o}=\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0} \\
1 & 0 & 0 & \ddots & -a_{1} \\
0 & 1 & 0 & \ddots & -a_{2} \\
\vdots & \ddots & \ddots & & \vdots \\
0 & & 0 & 1 & -a_{n-1}
\end{array}\right]-\left[\begin{array}{c}
L_{1} \\
\vdots \\
L_{n}
\end{array}\right]\left[\begin{array}{lllll}
0 & 0 & \cdots & 0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
0 & 0 & 0 & & -a_{0}-L_{1} \\
1 & 0 & 0 & \ddots & -a_{1}-L_{2} \\
0 & 1 & 0 & \ddots & -a_{2}-L_{3} \\
\vdots & \ddots & \ddots & & \vdots \\
0 & & 0 & 1 & -a_{n-1}-L_{n}
\end{array}\right] \tag{4.37}
\end{align*}
$$

Since this matrix still remains in the observable canonical form its characteristic polynomial is readily written as follows:

$$
\begin{align*}
\chi_{A-L C}(s) & =\operatorname{det}(\mathbf{A}-\mathbf{L} \mathbf{C}) \\
& =\operatorname{det}\left(\mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o}\right)  \tag{4.38}\\
& =s^{n}+\left(a_{n-1}+L_{n}\right) s^{n-1}+\cdots+\left(a_{1}+L_{2}\right) s+a_{0}+L_{1}
\end{align*}
$$

Identifying Equations (4.34) and (4.38) leads to the expression of each
component of the observer matrix $\mathbf{L}_{o}$ :

$$
\left\{\begin{array}{l}
p_{0}=a_{0}+L_{1}  \tag{4.39}\\
p_{1}=a_{1}+L_{2} \\
\vdots \\
p_{n-1}=a_{n-1}+L_{n}
\end{array} \Leftrightarrow \mathbf{L}_{o}=\left[\begin{array}{c}
L_{1} \\
L_{2} \\
\vdots \\
L_{n}
\end{array}\right]=\left[\begin{array}{c}
p_{0}-a_{0} \\
p_{1}-a_{1} \\
\vdots \\
p_{n-1}-a_{n-1}
\end{array}\right]\right.
$$

### 4.4 State observer for SISO systems in arbitrary state-space representation

When an arbitrary state-space representation is used the system has to be converted into the observable canonical form via a similarity transformation. Let $\mathbf{P}_{o}$ be the matrix of the similarity transformation which enables to get the observable canonical form. We get:

$$
\begin{equation*}
\underline{\hat{x}}(t)=\mathbf{P}_{o} \underline{\hat{x}}_{o}(t) \Leftrightarrow \underline{\hat{x}}_{o}(t)=\mathbf{P}_{o}^{-1} \underline{\hat{x}}(t) \tag{4.40}
\end{equation*}
$$

We have seen in the chapter dedicated to Realization of transfer functions that $\mathbf{P}_{o}$ is a constant nonsingular change of basis matrix which is obtained through the following relation:

$$
\begin{equation*}
\mathbf{P}_{o}=\mathbf{Q}_{o}^{-1} \mathbf{Q}_{o o} \tag{4.41}
\end{equation*}
$$

Where:
$-\mathbf{Q}_{o}$ is the observability matrix in the actual basis:

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{4.42}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

- and $\mathbf{Q}_{o o}$ the observability matrix expressed in the observable canonical basis (which is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A}))$.

Thus the state equation of the observer (4.9) reads:

$$
\begin{align*}
& \underline{\hat{\hat{x}}}_{o}(t)=\mathbf{A}_{o} \hat{\hat{x}}_{o}(t)+\mathbf{B}_{o} \underline{u}(t)+\mathbf{L}_{o}(\underline{y}(t)-\hat{\hat{y}}(t)) \\
& \Leftrightarrow \mathbf{P}_{o}^{-1} \dot{\hat{\hat{x}}}^{(t)=\mathbf{A}_{o} \mathbf{P}_{o}^{-1} \underline{\hat{x}}(t)+\mathbf{B}_{o} \underline{u}(t)+\mathbf{L}_{o}(\underline{y}(t)-\hat{\hat{y}}(t))}  \tag{4.43}\\
& \Leftrightarrow \underline{\dot{\hat{x}}}(t)=\mathbf{P}_{o} \mathbf{A}_{o} \mathbf{P}_{o}^{-1} \underline{\underline{\hat{x}}}(t)+\mathbf{P}_{o} \mathbf{B}_{o} \underline{u}(t)+\mathbf{P}_{o} \mathbf{L}_{o}(\underline{y}(t)-\underline{\hat{y}}(t))
\end{align*}
$$

That is:

$$
\begin{equation*}
\underline{\dot{\hat{x}}}(t)=\mathbf{A} \underline{\hat{x}}(t)+\mathbf{B} \underline{u}(t)+\mathbf{L}(\underline{y}(t)-\underline{\hat{y}}(t)) \tag{4.44}
\end{equation*}
$$

Where:

$$
\begin{equation*}
\mathbf{L}=\mathbf{P}_{o} \mathbf{L}_{o} \tag{4.45}
\end{equation*}
$$

And:

$$
\left\{\begin{array}{l}
\mathbf{A}=\mathbf{P}_{o} \mathbf{A}_{o} \mathbf{P}_{o}^{-1}  \tag{4.46}\\
\mathbf{B}=\mathbf{P}_{o} \mathbf{B}_{o}
\end{array}\right.
$$

Example 4.1. Design an observer for the following plant:

$$
\left\{\begin{array}{l}
\underline{x}(t)=\left[\begin{array}{cc}
-1 & 0 \\
0 & -2
\end{array}\right] \underline{x}(t)+\left[\begin{array}{l}
1 \\
2
\end{array}\right] u(t)  \tag{4.47}\\
y(t)=\left[\begin{array}{ll}
3 & 5
\end{array}\right] \underline{x}(t)
\end{array}\right.
$$

As far as this is a modal (or diagonal) state space representation, plant's observability is readily checked by inspecting row of output matrix $\mathbf{C}$ : because there is no null element in the output matrix $\mathbf{C}$ we conclude that the plant is observable by applying Gilbert's criteria.

The poles of the observer shall be chosen faster than the dynamics of the plant, whose modes are -1 and -2 . We choose (for example) to locate the poles of the observer at $\lambda_{L 1}=-10$ and $\lambda_{L 2}=-20$.

We will first design the observer assuming that we have the observable canonical form of the SISO system. The observable canonical form is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ :

$$
\begin{align*}
& \operatorname{det}(s \mathbb{I}-\mathbf{A})=(s+1)(s+2)=s^{2}+3 s+2:=s^{2}+a_{1} s+a_{0} \\
& \Rightarrow \mathbf{A}_{o}=\left[\begin{array}{ll}
0 & -2 \\
1 & -3
\end{array}\right] \text { and } \mathbf{C}_{o}=\left[\begin{array}{ll}
0 & 1
\end{array}\right] \tag{4.48}
\end{align*}
$$

On the other hand the characteristic polynomial of the observer is formed thanks to the predefined eigenvalues assigned for the dynamics of the observer:

$$
\begin{align*}
\chi_{A-L C}(s) & =\left(s-\lambda_{L 1}\right)\left(s-\lambda_{L 2}\right)=(s+10)(s+20)  \tag{4.49}\\
& =s^{2}+30 s+200:=s^{2}+p_{1} s+p_{0}
\end{align*}
$$

Applying relation (4.39) we get:

$$
\mathbf{L}_{o}=\left[\begin{array}{l}
L_{1}  \tag{4.50}\\
L_{2}
\end{array}\right]=\left[\begin{array}{l}
p_{0}-a_{0} \\
p_{1}-a_{1}
\end{array}\right]=\left[\begin{array}{c}
200-2 \\
30-3
\end{array}\right]=\left[\begin{array}{c}
198 \\
27
\end{array}\right]
$$

Now let's compute the similarity transformation matrix $\mathbf{P}_{o}$ which enables to get the observable canonical form.

$$
\begin{equation*}
\mathbf{P}_{o}=\mathbf{Q}_{o}^{-1} \mathbf{Q}_{o o} \tag{4.51}
\end{equation*}
$$

Where:
$-\mathbf{Q}_{o}$ is the observability matrix in the actual basis:

$$
\left.\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{4.52}\\
\mathbf{C A}
\end{array}\right]=\left[\begin{array}{c}
3 \\
{\left[\begin{array}{ll}
3 & 5
\end{array}\right]}
\end{array} \begin{array}{cc}
-1 & 0 \\
0 & -2
\end{array}\right]\right]=\left[\begin{array}{cc}
3 & 5 \\
-3 & -10
\end{array}\right]
$$

- and $\mathbf{Q}_{\text {oo }}$ the observability matrix expressed in the observable canonical basis (which is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ ):

$$
\mathbf{Q}_{o o}=\left[\begin{array}{c}
\mathbf{C}_{o}  \tag{4.53}\\
\mathbf{C}_{o} \mathbf{A}_{o}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
{\left[\begin{array}{ll}
0 & 1
\end{array}\right]\left[\begin{array}{ll}
0 & -2 \\
1 & -3
\end{array}\right]}
\end{array}\right]=\left[\begin{array}{cc}
0 & 1 \\
1 & -3
\end{array}\right]
$$

Thus:

$$
\begin{align*}
\mathbf{P}_{o} & =\mathbf{Q}_{o}^{-1} \mathbf{Q}_{o o}=\left[\begin{array}{cc}
3 & 5 \\
-3 & -10
\end{array}\right]^{-1}\left[\begin{array}{cc}
0 & 1 \\
1 & -3
\end{array}\right] \\
& =\frac{-1}{15}\left[\begin{array}{cc}
-10 & -5 \\
3 & 3
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
1 & -3
\end{array}\right]  \tag{4.54}\\
& =\frac{-1}{15}\left[\begin{array}{cc}
-5 & 5 \\
3 & -6
\end{array}\right]=\frac{1}{15}\left[\begin{array}{cc}
5 & -5 \\
-3 & 6
\end{array}\right]
\end{align*}
$$

We finally get:

$$
\mathbf{L}=\mathbf{P}_{o} \mathbf{L}_{o}=\frac{1}{15}\left[\begin{array}{cc}
5 & -5  \tag{4.55}\\
-3 & 6
\end{array}\right]\left[\begin{array}{c}
198 \\
27
\end{array}\right]=\left[\begin{array}{c}
57 \\
-28.8
\end{array}\right]
$$

### 4.5 Ackermann's formula

Ackermann's formula states that the observer gain matrix $\mathbf{L}$ of a SISO system in arbitrary state-space representation can be obtained as the product between the assigned characteristic polynomial $\chi_{A-L C}(s)$ of matrix $\mathbf{A}-\mathbf{L C}$ evaluated at matrix $\mathbf{A}$ and vector $\underline{q}_{o}$ :

$$
\begin{equation*}
\mathbf{L}=\chi_{A-L C}(\mathbf{A}) \underline{q}_{o} \tag{4.56}
\end{equation*}
$$

To get this result we first recall that similarity transformation generates equivalent state-space representations. Let $\mathbf{P}_{o}$ be the matrix of the similarity transformation which enables to get the observable canonical form. Starting from a state-space representations $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ in an arbitrary basis, the observable canonical form is obtained through the following relations:

$$
\left\{\begin{array}{l}
\mathbf{A}_{o}=\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o}  \tag{4.57}\\
\mathbf{B}_{o}=\mathbf{P}_{o}^{-1} \mathbf{B} \\
\mathbf{C}_{o}=\mathbf{C P}_{o}
\end{array}\right.
$$

Consequently matrix $\mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o}$ reads:

$$
\begin{align*}
\mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o} & =\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o}-\mathbf{L}_{o} \mathbf{C P}_{o} \\
& =\mathbf{P}_{o}^{-1}\left(\mathbf{A}-\mathbf{P}_{o} \mathbf{L}_{o} \mathbf{C}\right) \mathbf{P}_{o} \tag{4.58}
\end{align*}
$$

This equation indicates that the observer gain matrix $\mathbf{L}$ in arbitrary statespace representation reads:

$$
\begin{equation*}
\mathbf{L}=\mathbf{P}_{o} \mathbf{L}_{o} \tag{4.59}
\end{equation*}
$$

We have seen in the chapter dedicated to Realization of transfer functions that $\mathbf{P}_{o}$ is a constant nonsingular change of basis matrix which is obtained through the state matrix $\mathbf{A}$ and vector $\underline{q}_{o}$ :

$$
\mathbf{P}_{o}=\left[\begin{array}{llll}
\underline{q}_{o} & \mathbf{A} \underline{q}_{o} & \cdots & \mathbf{A}^{n-1} \underline{q}_{o} \tag{4.60}
\end{array}\right]
$$

Vector $\underline{q}_{o}$ is the last column of the inverse of the observability matrix $\mathbf{Q}_{o}$ :

$$
\mathbf{Q}_{o}^{-1}=\left[\begin{array}{llll}
* & \cdots & * & q_{o}
\end{array}\right] \text { where } \mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{4.61}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]
$$

Then we recall Cayley-Hamilton theorem. Let $\chi_{A_{o}}(s)$ be the characteristic polynomial of the $n \times n$ matrix $\mathbf{A}_{o}$. We write the characteristic polynomial $\chi_{A_{o}}(s)$ of matrix $\mathbf{A}_{o}$ as follows:

$$
\begin{equation*}
\chi_{A_{o}}(s):=\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{o}\right)=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{4.62}
\end{equation*}
$$

The Cayley-Hamilton theorem states that substituting matrix $\mathbf{A}_{o}$ for $s$ in the characteristic polynomial $\chi_{A_{o}}(s)$ of matrix $\mathbf{A}_{o}$ results in the zero matrix ${ }^{3}$ :

$$
\begin{equation*}
\chi_{A_{o}}\left(\mathbf{A}_{o}\right)=\mathbf{0}=\mathbf{A}_{o}^{n}+a_{n-1} \mathbf{A}_{o}^{n-1}+\cdots+a_{1} \mathbf{A}_{o}+a_{0} \mathbb{I} \tag{4.63}
\end{equation*}
$$

Let $\chi_{A-L C}(s)$ be the characteristic polynomial of matrix $\mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o}$. We have seen that when predefined eigenvalues $\lambda_{L 1}, \cdots, \lambda_{L n}$ are assigned for the dynamics of the observer the characteristic polynomial of matrix $\mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o}$ reads:

$$
\begin{align*}
\chi_{A-L C}(s) & =\operatorname{det}\left(s \mathbb{I}-\left(\mathbf{A}_{o}-\mathbf{L}_{o} \mathbf{C}_{o}\right)\right) \\
& =\left(s-\lambda_{L 1}\right) \cdots\left(s-\lambda_{L n}\right)  \tag{4.64}\\
& =s^{n}+p_{n-1} s^{n-1}+\cdots+p_{1} s+p_{0}
\end{align*}
$$

Substituting $s$ for matrix $\mathbf{A}_{o}$ leads to the following relation:

$$
\begin{equation*}
\chi_{A-L C}\left(\mathbf{A}_{o}\right)=\mathbf{A}_{o}^{n}+p_{n-1} \mathbf{A}_{o}^{n-1}+\cdots+p_{1} \mathbf{A}_{o}+p_{0} \mathbb{I} \tag{4.65}
\end{equation*}
$$

Note that $\chi_{A-L C}\left(\mathbf{A}_{o}\right)$ is not equal to $\mathbf{0}$ because $\chi_{A-L C}(s)$ is not the characteristic polynomial of matrix $\mathbf{A}_{o}$.

Thanks to Equation (4.39) and the relation $p_{i}=a_{i}+L_{i}$ we get:

$$
\begin{align*}
\chi_{A-L C}\left(\mathbf{A}_{o}\right)=\mathbf{A}_{o}^{n}+\left(a_{n-1}+L_{n-1}\right) \mathbf{A}_{o}^{n-1} & +\cdots \\
& +\left(a_{1}+L_{1}\right) \mathbf{A}_{o}+\left(a_{0}+L_{0}\right) \mathbb{I} \tag{4.66}
\end{align*}
$$

By subtracting Equations (4.63) to (4.66) we get:

$$
\begin{equation*}
\chi_{A-L C}\left(\mathbf{A}_{o}\right)=L_{n-1} \mathbf{A}_{o}^{n-1}+\cdots+L_{1} \mathbf{A}_{o}+L_{0} \mathbb{I} \tag{4.67}
\end{equation*}
$$

Let $\underline{u}$ be the vector defined by:

$$
\underline{u}=\left[\begin{array}{c}
1  \tag{4.68}\\
0 \\
\vdots \\
0
\end{array}\right]
$$

[^23]Due to the special form of matrix $\mathbf{A}_{o}$ we have:

$$
\mathbf{A}_{o} \underline{u}=\left[\begin{array}{c}
0  \tag{4.69}\\
1 \\
0 \\
\vdots
\end{array}\right], \quad \mathbf{A}_{o}^{2} \underline{u}=\left[\begin{array}{c}
0 \\
0 \\
1 \\
0 \\
\vdots
\end{array}\right], \cdots, \quad \mathbf{A}_{o}^{n-1} \underline{u}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

Thus multiplying Equation (4.67) by $\underline{u}$ leads to the following relation:

$$
\chi_{A-L C}\left(\mathbf{A}_{o}\right) \underline{u}=\left[\begin{array}{c}
L_{0}  \tag{4.70}\\
L_{1} \\
\vdots \\
L_{n-1}
\end{array}\right]=\mathbf{L}_{o}
$$

Thus we get the expression of the observer matrix $\mathbf{L}_{o}$ when we use the observable canonical form.

We multiply Equation (4.70) by $\mathbf{P}_{o}$ and use the fact that $\mathbf{A}_{o}^{k}=\left(\mathbf{P}_{o}^{-1} \mathbf{A} \mathbf{P}_{o}\right)^{k}=\mathbf{P}_{o}^{-1} \mathbf{A}^{k} \mathbf{P}_{o}$ to get the expression of the observer gain matrix $\mathbf{L}$ in arbitrary state space representation:

$$
\begin{align*}
\mathbf{L} & =\mathbf{P}_{o} \mathbf{L}_{o} \\
& =\mathbf{P}_{o} \chi_{A-L C}\left(\mathbf{A}_{o}\right) \underline{u} \\
& =\chi_{A-L C}\left(\mathbf{P}_{o} \mathbf{A}_{o}\right) \underline{u} \\
& =\chi_{A-L C}\left(\mathbf{P}_{o} \mathbf{A}_{o} \mathbf{P}_{o}^{-1} \mathbf{P}_{o}\right) \underline{u}  \tag{4.71}\\
& =\chi_{A-L C}\left(\mathbf{P}_{o} \mathbf{A}_{o} \mathbf{P}_{o}^{-1}\right) \mathbf{P}_{o} \underline{u} \\
& =\chi_{A-L C(\mathbf{A}) \mathbf{P}_{o} \underline{u}}
\end{align*}
$$

Because $\underline{u}$ is the vector defined by $\underline{u}=\left[\begin{array}{c}1 \\ 0 \\ \vdots \\ 0\end{array}\right]$ we get using (4.60):

$$
\begin{equation*}
\mathbf{P}_{o \underline{u}}=\underline{q}_{o} \tag{4.72}
\end{equation*}
$$

Consequently Equation (4.71) reduces to be the Ackermann's formula (4.56):

$$
\begin{equation*}
\mathbf{L}=\chi_{A-L C}(\mathbf{A}) \underline{q}_{o} \tag{4.73}
\end{equation*}
$$

### 4.6 State observer for MIMO systems Roppenecker's formula

We have seen in Equation (4.7) that the dynamics of the estimation error $\underline{e}(t)$ reads:

$$
\begin{equation*}
\underline{\dot{e}}(t)=(\mathbf{A}-\mathbf{L C}) \underline{e}(t) \tag{4.74}
\end{equation*}
$$

The purpose of this section is to design the observer gain matrix $\mathbf{L}$ such that the eigenvalues of matrix $\mathbf{A}-\mathbf{L C}$ are assigned to predefined eigenvalues $\lambda_{L 1}, \cdots, \lambda_{L n}$ where $n$ is the size of matrix $\mathbf{A}$.

Let $\lambda_{K 1}, \cdots, \lambda_{K n}$ be $n$ distinct specified eigenvalues of the closed loop state matrix $\mathbf{A}-\mathbf{L C}$. Furthermore we assume that eigenvalues of matrix $\mathbf{A}$ do not shift (meaning that they are different) the eigenvalues of the closed loop state matrix $\mathbf{A}-\mathbf{L C}$. Then it can be shown that the transpose of the observer gain matrix $\mathbf{L}$ can be computed as follows where $\underline{p}_{i}$ denotes parameter vectors:

$$
\mathbf{L}^{T}=-\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n}
\end{array}\right]\left[\begin{array}{lll}
\underline{w}_{L 1} & \cdots & \underline{w}_{L n} \tag{4.75}
\end{array}\right]^{-1}
$$

Where vector $\underline{w}_{L i}$ is related to parameter vector $\underline{p}_{i}$ through the following relation:

$$
\left[\begin{array}{ll}
\mathbf{A}^{T}-\lambda_{L i} \mathbb{I} & \mathbf{C}^{T}
\end{array}\right]\left[\begin{array}{c}
\underline{w}_{L i}  \tag{4.76}\\
\underline{p}_{i}
\end{array}\right]=\underline{0}
$$

This is the so-called Roppenecker's formula to get the observer gain matrix L.

To get this result we rewrite the dynamics of the estimation error $\underline{e}(t)$ as follows:

$$
\begin{equation*}
\underline{\dot{e}}^{T}(t)=(\mathbf{A}-\mathbf{L C})^{T} \underline{e}^{T}(t) \Leftrightarrow \underline{\dot{e}}^{T}(t)=\left(\mathbf{A}^{T}-\mathbf{C}^{T} \mathbf{L}^{T}\right) \underline{e}^{T}(t) \tag{4.77}
\end{equation*}
$$

Let $\underline{w}_{L i}$ be an eigenvector of matrix $(\mathbf{A}-\mathbf{L} \mathbf{C})^{T}$. As far as $(\mathbf{A}-\mathbf{L C})^{T}$ and $(\mathbf{A}-\mathbf{L C})$ have the same eigenvalues, which are the predefined eigenvalues $\lambda_{L i}$, we can write:

$$
\begin{equation*}
\left(\mathbf{A}^{T}-\mathbf{C}^{T} \mathbf{L}^{T}\right) \underline{w}_{L i}=\lambda_{L i} \underline{w}_{L i} \tag{4.78}
\end{equation*}
$$

The preceding equation can be written as follows:

$$
\begin{equation*}
\left(\mathbf{A}^{T}-\lambda_{L i} \mathbb{I}\right) \underline{w}_{L i}=\mathbf{C}^{T} \mathbf{L}^{T} \underline{w}_{L i} \tag{4.79}
\end{equation*}
$$

That is:

$$
\begin{equation*}
\underline{w}_{L i}=\left(\mathbf{A}^{T}-\lambda_{L i} \mathbb{I}\right)^{-1} \mathbf{C}^{T} \mathbf{L}^{T} \underline{w}_{L i} \tag{4.80}
\end{equation*}
$$

Then we introduce $n$ parameter vectors $\underline{p}_{i}$ defined as follows;

$$
\begin{equation*}
\underline{p}_{i}=-\mathbf{L}^{T} \underline{w}_{L i} \tag{4.81}
\end{equation*}
$$

Each parameter vector $\underline{p}_{i}$ is a $p \times 1$ vector where $p$ is the number of rows of matrix $\mathbf{C}$, that is the number of outputs of the system.

Using parameter vector $\underline{p}_{i}$ Equation (4.80) reads:

$$
\begin{equation*}
\underline{w}_{L i}=-\left(\mathbf{A}^{T}-\lambda_{L i} \mathbb{I}\right)^{-1} \mathbf{C}^{T} \underline{p}_{i} \tag{4.82}
\end{equation*}
$$

Writing Equation (4.81) for the $n$ distinct predefined eigenvalues $\lambda_{L 1}, \cdots, \lambda_{L n}$ leads to the following relation:

$$
\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n}
\end{array}\right]=-\mathbf{L}^{T}\left[\begin{array}{lll}
\underline{w}_{L 1} & \cdots & \underline{w}_{L n} \tag{4.83}
\end{array}\right]
$$

Finally the transpose of the observer gain matrix $\mathbf{L}$ can be computed as follows:

$$
\mathbf{L}^{T}=-\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n}
\end{array}\right]\left[\begin{array}{lll}
\underline{w}_{L 1} & \cdots & \underline{w}_{L n} \tag{4.84}
\end{array}\right]^{-1}
$$

We have retrieved the so-called Roppenecker's formula to get the observer gain matrix $\mathbf{L}$.

It is worth noticing the following facts:

- Using equation (4.81) within Equation (4.79) it is clear that parameter vectors $\underline{p}_{i}$ shall satisfy the following relation:

$$
\begin{equation*}
\left(\mathbf{A}^{T}-\lambda_{L i} \mathbb{I}\right) \underline{w}_{L i}=-\mathbf{C}^{T} \underline{p}_{i} \tag{4.85}
\end{equation*}
$$

That is:

$$
\left[\begin{array}{ll}
\mathbf{A}^{T}-\lambda_{L i} \mathbb{I} & \mathbf{C}^{T}
\end{array}\right]\left[\begin{array}{c}
\underline{w}_{L i}  \tag{4.86}\\
\underline{p}_{i}
\end{array}\right]=\underline{0}
$$

It is clear from the previous equation that each $(n+p) \times 1$ vector $\left[\begin{array}{c}\underline{w}_{L i} \\ \underline{p}_{i}\end{array}\right]$ belong to the null-space of matrix $\left[\begin{array}{ll}\mathbf{A}^{T}-\lambda_{L i} \mathbb{I} & \mathbf{C}^{T}\end{array}\right]$. So once any $(n+p) \times 1$ vector which belongs to the null-space of matrix $\left[\begin{array}{lll}\mathbf{A}^{T}-\lambda_{L i} \mathbb{I} & \mathbf{C}^{T}\end{array}\right]$ has been found, its $p$ bottom rows are used to form vector parameter $\underline{p}_{i}$. In the MIMO case several possibilities are offered.

- By taking the transpose of equation (4.86) we get the following expression:

$$
\left[\begin{array}{ll}
\underline{w}_{L i}^{T} & \underline{p}_{i}^{T}
\end{array}\right]\left[\begin{array}{c}
\mathbf{A}-\lambda_{L i} \mathbb{I}  \tag{4.87}\\
\mathbf{C}
\end{array}\right]=\underline{0}
$$

We recognize in matrix $\left[\begin{array}{c}\mathbf{A}-\lambda_{L i} \mathbb{I} \\ \mathbf{C}\end{array}\right]$ the key matrix used in the PBH observability test;

- If we wish to keep an eigenvalue $\lambda_{i}$ of matrix $\mathbf{A}$ within the set of eigenvalues of $\mathbf{A}-\mathbf{L C}$ then Equation (4.79) is equal to zero because in that case $\underline{w}_{L i}$ is also an eigenvector of $\mathbf{A}$ :

$$
\begin{equation*}
\lambda_{L i}=\lambda_{i} \Rightarrow\left(\mathbf{A}^{T}-\lambda_{L i} \mathbb{I}\right) \underline{w}_{L i}=-\mathbf{C}^{T} \underline{p}_{i}=\left(\mathbf{A}^{T}-\lambda_{i} \mathbb{I}\right) \underline{w}_{L i}=\underline{0} \tag{4.88}
\end{equation*}
$$

Consequently we have to replace $\underline{p}_{i}$ by $\underline{0}$ and $\underline{w}_{L i}$ by eigenvector $\underline{w}_{i}$ of $\mathbf{A}$ corresponding to $\lambda_{i}$ in the Roppenecker's formula (4.75);

- If we chose a complex eigenvalue $\lambda_{L i}$ then its complex conjugate must also be chosen. Let's $\lambda_{L i R}$ and $\lambda_{L i I}$ be the real part and the imaginary part of $\lambda_{L i}, \underline{w}_{L i R}$ and $\underline{w}_{L i I}$ be the real part and the imaginary part of $\underline{w}_{L i}$ and $\underline{p}_{i R}$ and $\underline{p}_{i I}$ be the real part and the imaginary part of $\underline{p}_{i}$ respectively:

$$
\left\{\begin{array}{c}
\lambda_{L i}=\lambda_{L i R}+j \lambda_{L i I}  \tag{4.89}\\
\underline{w}_{L i}=\underline{w}_{L i R}+j \underline{w}_{L i I} \\
\underline{p}_{i}=\underline{p}_{i R}+j \underline{p}_{i I}
\end{array}\right.
$$

Then equation (4.86) reads:

$$
\begin{equation*}
\left(\mathbf{A}^{T}-\left(\lambda_{L i R}+j \lambda_{L i I}\right) \mathbb{I}\right)\left(\underline{w}_{L i R}+j \underline{w}_{L i I}\right)+\mathbf{C}^{T}\left(\underline{p}_{i R}+j \underline{p}_{i I}\right)=\underline{0} \tag{4.90}
\end{equation*}
$$

Taking the complex conjugate of the preceding equation reads:

$$
\begin{equation*}
\left(\mathbf{A}^{T}-\left(\lambda_{L i R}-j \lambda_{L i I}\right) \mathbb{I}\right)\left(\underline{w}_{L i R}-j \underline{w}_{L i I}\right)+\mathbf{C}^{T}\left(\underline{p}_{i R}-j \underline{p}_{i I}\right)=\underline{0} \tag{4.91}
\end{equation*}
$$

Summing and subtracting Equations (4.90) and (4.91) reads:

$$
\left\{\begin{array}{l}
\left(\mathbf{A}^{T}-\lambda_{L i R} \mathbb{I}\right) \underline{w}_{L i R}+\lambda_{L i I} \underline{w}_{L i I}+\mathbf{C}^{T} \underline{p}_{i R}=\underline{0}  \tag{4.92}\\
\left(\mathbf{A}^{T}-\lambda_{L i R} \mathbb{I}\right) \underline{w}_{L i I}-\lambda_{L i I} \underline{w}_{L i R}+\mathbf{C}^{T} \underline{p}_{i I}=\underline{0}
\end{array}\right.
$$

That is in vector form:

$$
\left[\begin{array}{cccc}
\mathbf{A}^{T}-\lambda_{L i R} \mathbb{I} & \lambda_{L i I} \mathbb{I} & \mathbf{C}^{T} & \mathbf{0}  \tag{4.93}\\
-\lambda_{L i I} \mathbb{I} & \mathbf{A}^{T}-\lambda_{L i R} \mathbb{I} & \mathbf{0} & \mathbf{C}^{T}
\end{array}\right]\left[\begin{array}{c}
\underline{w}_{L i R} \\
\underline{w}_{L i I} \\
\underline{p}_{i R} \\
\underline{p}_{i I}
\end{array}\right]=\underline{0}
$$

In Equation (4.75) vectors $\underline{p}_{i}, \underline{p}_{i}^{*}$ (where ${ }^{*}$ denotes complex conjugate), $\underline{w}_{L i}$ and $\underline{w}_{L i}^{*}$ are replaced by vectors $\underline{p}_{i R}, \underline{p}_{i I}, \underline{w}_{L i R}$ and $\underline{w}_{L i I}$, respectively.

- In the SISO case the observer gain matrix $\mathbf{L}$ no more depends on parameter vectors $\underline{p}_{i}$. Indeed is that case the observer gain matrix $\mathbf{L}$ is obtained as follows:

$$
\begin{align*}
& \mathbf{L}^{T}=\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right] \\
& {\left[\begin{array}{lll}
\left(\mathbf{A}^{T}-\lambda_{L 1} \mathbb{I}\right)^{-1} \mathbf{C}^{T} & \cdots & \left(\mathbf{A}^{T}-\lambda_{L n} \mathbb{I}\right)^{-1} \mathbf{C}^{T}
\end{array}\right]^{-1} } \tag{4.94}
\end{align*}
$$

To get this result we start by observing that in the SISO case parameter vector are scalars; they will be denoted $p_{i}$. Let vector $\underline{l}_{i}$ be defined as follows:

$$
\begin{equation*}
\underline{l}_{i}=-\left(\mathbf{A}^{T}-\lambda_{L i} \mathbb{I}\right)^{-1} \mathbf{C}^{T} \tag{4.95}
\end{equation*}
$$

Then Equation (4.75) reads:

$$
\mathbf{L}^{T}=-\left[\begin{array}{lll}
p_{1} & \cdots & p_{n}
\end{array}\right]\left[\begin{array}{lll}
\underline{l}_{1} p_{1} & \cdots & \underline{l}_{n} p_{n} \tag{4.96}
\end{array}\right]^{-1}
$$

Let's rearrange the term $\left[\begin{array}{lll}\underline{l}_{1} p_{1} & \cdots & \underline{l}_{n} p_{n}\end{array}\right]^{-1}$ as follows:

$$
\left.\begin{array}{rl}
{\left[\begin{array}{lll}
\underline{l}_{1} p_{1} & \cdots & \underline{l}_{n} p_{n}
\end{array}\right]^{-1}} & =\left(\left[\begin{array}{lll}
\underline{l}_{1} & \cdots & \underline{l}_{n}
\end{array}\right]\left[\begin{array}{lll}
p_{1} & & 0 \\
& \ddots & \\
0 & & p_{n}
\end{array}\right]\right)^{-1} \\
& =\left[\begin{array}{lll}
p_{1} & & 0 \\
& \ddots & \\
0 & & p_{n}
\end{array}\right]^{-1}\left[\begin{array}{lll}
\underline{l}_{1} & \cdots & \underline{l}_{n}
\end{array}\right]^{-1} \\
& =\left[\begin{array}{ccc}
\frac{\prod_{i \neq 1} p_{i}}{\prod_{i=1}^{i} p_{i}} & & 0 \\
0 & & \ddots
\end{array}\right]  \tag{4.97}\\
0 & \\
\prod_{i \neq n} p_{i} \\
\prod_{i=1}^{i} p_{i}
\end{array}\right]\left[\begin{array}{lll}
\underline{l}_{1} & \cdots & \underline{l}_{n}
\end{array}\right]^{-1} .
$$

Multiplying this expression by $-\left[\begin{array}{lll}p_{1} & \cdots & p_{n}\end{array}\right]$ leads to the expression of $\mathbf{L}^{T}$ :

$$
\begin{align*}
\mathbf{L}^{T} & =-\left[\begin{array}{lll}
p_{1} & \cdots & p_{n}
\end{array}\right]\left[\begin{array}{lll}
\underline{l}_{1} p_{1} & \cdots & \underline{l}_{n} p_{n}
\end{array}\right]^{-1} \\
& =-\left[\begin{array}{lll}
p_{1} & \cdots & p_{n}
\end{array}\right]\left[\begin{array}{ccc}
\frac{\prod_{i \neq 1} p_{i}}{\prod_{i=1}^{n} p_{i}} & & 0 \\
& \ddots & \\
0 & & \frac{\prod_{i \neq n} p_{i}}{\prod_{i=1}^{n} p_{i}}
\end{array}\right]\left[\begin{array}{lll}
\underline{l}_{1} & \cdots & \underline{l}_{n}
\end{array}\right]^{-1}  \tag{4.98}\\
& =-\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right]\left[\begin{array}{lll}
\underline{l}_{1} & \cdots & \underline{l}_{n}
\end{array}\right]^{-1}
\end{align*}
$$

Using the expression of vector $\underline{l}_{i}=-\left(\mathbf{A}^{T}-\lambda_{L i} \mathbb{I}\right)^{-1} \mathbf{C}^{T}$ provided by Equation (4.95) we finally get:

$$
\begin{align*}
& \mathbf{L}^{T}=\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right] \\
& {\left[\begin{array}{llll}
\left(\mathbf{A}^{T}-\lambda_{L 1} \mathbb{I}\right)^{-1} & \mathbf{C}^{T} & \cdots & \left(\mathbf{A}^{T}-\lambda_{L n} \mathbb{I}\right)^{-1} \mathbf{C}^{T}
\end{array}\right]^{-1} } \tag{4.99}
\end{align*}
$$

We conclude that in the SISO case the observer gain matrix $\mathbf{L}$ no more depends on parameter vectors $\underline{p}_{i}$.

### 4.7 Reduced-order observer

Consider the following state space representation where $\mathbf{D}=\mathbf{0}$ and where $\underline{x}(t)$ denotes the state vector, $\underline{y}(t)$ the measured output and $\underline{u}(t)$ the control input:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{4.100}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

We will show in this section how to derive an observer of reduced dimension by exploiting the output equation $y(t)=\mathbf{C} \underline{x}(t)$.

Let $p$ be the rank of matrix $\mathbf{C}$. Then, from the output equation $\underline{y}(t)=\mathbf{C} \underline{x}(t)$, we can extract $p$ linearly independent equations and then compute directly $p$ components of the state vector $\underline{x}(t)$. Assuming that $n$ is the dimension of the state vector, only the remaining $n-r$ components of the state vector have to be estimated and then the order of the observer can be reduced to $n-r$.

More precisely, since matrix $\mathbf{C}$ is of rank $p$, there exists a $n \times n$ nonsingular matrix $\mathbf{P}$ such that the following relation holds, where $\mathbb{I}_{p}$ denotes the identity matrix of size $p$ and $\mathbf{0}_{p, n-p}$ the $p \times(n-p)$ matrix of zeros:

$$
\mathbf{C P}=\left[\begin{array}{ll}
\mathbb{I}_{p} & \mathbf{0}_{p, n-p} \tag{4.101}
\end{array}\right]
$$

Indeed, let $\overline{\mathbf{C}}$ be a $(n-p) \times n$ matrix such that matrix $\left[\begin{array}{l}\mathbf{C} \\ \overline{\mathbf{C}}\end{array}\right]$ is nonsingular. Then a possible choice for $\mathbf{P}$ is the following:

$$
\mathbf{P}=\left[\begin{array}{l}
\mathbf{C}  \tag{4.102}\\
\mathbf{C}
\end{array}\right]^{-1}
$$

Hence, using (4.101), we can write:

$$
\underline{y}(t)=\mathbf{C} \underline{x}(t)=\mathbf{C P} \mathbf{P}^{-1} \underline{x}(t)=\left[\begin{array}{ll}
\mathbb{I}_{p} & \mathbf{0}_{p, n-p} \tag{4.103}
\end{array}\right] \underline{x}^{*}(t)
$$

where:

$$
\begin{equation*}
\underline{x}^{*}(t)=\mathbf{P}^{-1} \underline{x}(t) \Leftrightarrow \underline{x}(t)=\mathbf{P} \underline{x}^{*}(t) \tag{4.104}
\end{equation*}
$$

Hence, mapping the system in the new state vector $\underline{x}^{*}(t)$ via the similarity transformation $\mathbf{P}$, we obtain the following state space representation:

$$
\left\{\begin{array}{l}
\dot{x}^{*}(t)=\mathbf{P}^{-1} \mathbf{A P} \underline{x}^{*}(t)+\mathbf{P}^{-1} \mathbf{B} \underline{u}(t)  \tag{4.105}\\
\underline{y}(t)=\mathbf{C P} \underline{x}^{*}(t)
\end{array}\right.
$$

From the fact that $\mathbf{C P}=\left[\begin{array}{ll}\mathbb{I}_{p} & \mathbf{0}_{p, n-p}\end{array}\right]$, it can be seen that the first $p$ components of the new state vector $\underline{x}^{*}(t)$ are equal to $\underline{y}(t)$. Thus we can write:

$$
\mathbf{C P}=\left[\begin{array}{ll}
\mathbb{I}_{p} & \mathbf{0}_{p, n-p}
\end{array}\right] \Rightarrow \underline{x}^{*}(t)=\left[\begin{array}{c}
\underline{y}(t)  \tag{4.106}\\
\underline{x}_{r}(t)
\end{array}\right]
$$

As far as the $p$ first components of the new state vector $\underline{x}^{*}(t)$ are equal to $\underline{y}(t)$, they are available through measurements and thus there is no need to estimate those components. Consequently the reduced-order observer focuses on the estimation of the remaining state vector $\underline{x}_{r}(t)$.

The state equation (4.105) can be written as follows:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}^{*}(t):=\left[\begin{array}{c}
\underline{\dot{y}}(t) \\
\underline{\dot{x}}_{r}(t)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{A}_{11}^{*} & \mathbf{A}_{12}^{*} \\
\mathbf{A}_{21}^{*} & \mathbf{A}_{22}^{*}
\end{array}\right]\left[\begin{array}{l}
\underline{y}(t) \\
\underline{x_{r}}(t)
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B}_{1}^{*} \\
\mathbf{B}_{2}^{*}
\end{array}\right] \underline{u}(t)  \tag{4.107}\\
\underline{y}(t)=\left[\begin{array}{ll}
\mathbb{I}_{p} & \mathbf{0}_{p, n-p}
\end{array}\right]\left[\begin{array}{c}
\underline{y}(t) \\
\underline{x_{r}}(t)
\end{array}\right]:=\mathbf{C}^{*} \underline{x}^{*}(t)
\end{array}\right.
$$

Let's split matrix $\mathbf{P}$ as follows, where $\mathbf{P}_{1}$ is a $n \times p$ matrix and $\mathbf{P}_{2}$ a $n \times(n-p)$ matrix:

$$
\mathbf{P}=\left[\begin{array}{l}
\mathbf{C}  \tag{4.108}\\
\overline{\mathbf{C}}
\end{array}\right]^{-1}:=\left[\begin{array}{ll}
\mathbf{P}_{1} & \mathbf{P}_{2}
\end{array}\right]
$$

Then we get:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{ll}
\mathbf{A}_{11}^{*} & \mathbf{A}_{12}^{*} \\
\mathbf{A}_{21}^{*} & \mathbf{A}_{22}^{*}
\end{array}\right]=\mathbf{P}^{-1} \mathbf{A P}=\left[\begin{array}{ll}
\mathbf{C A} \mathbf{P}_{1} & \mathbf{C A} \mathbf{P}_{2} \\
\overline{\mathbf{C A}} \mathbf{P}_{1} & \overline{\mathbf{C A}} \mathbf{P}_{2}
\end{array}\right]}  \tag{4.109}\\
{\left[\begin{array}{l}
\mathbf{B}_{1}^{*} \\
\mathbf{B}_{2}^{*}
\end{array}\right]=\mathbf{P}^{-1} \mathbf{B}=\left[\begin{array}{c}
\mathbf{C B} \\
\mathbf{C B}
\end{array}\right]}
\end{array}\right.
$$

To design an observer for $\underline{x}_{r}(t)$, we use the knowledge that an observer has the same structure as the system plus the driving feedback term whose role is to reduce the estimation error to zero ${ }^{4}$. Hence, an observer for $\underline{x}_{r}(t)$ reads:

$$
\begin{equation*}
\underline{\hat{\hat{x}}}_{r}(t)=\mathbf{A}_{21}^{*} \underline{y}(t)+\mathbf{A}_{22}^{*} \underline{\hat{x}}_{r}(t)+\mathbf{B}_{2}^{*} \underline{u}(t)+\mathbf{L}_{r}(\underline{y}(t)-\underline{\hat{y}}(t)) \tag{4.110}
\end{equation*}
$$

[^24]Unfortunately, since $\underline{y}(t)=\underline{\hat{y}}(t)$, the difference $\underline{y}(t)-\underline{\hat{y}}(t)$ does not carry any information about $\underline{x}_{r}(t)$. Nevertheless, by taking the time derivative of $\underline{y}(t)$, we get the first equation of (4.107) which carries information about $\underline{x}_{r}(t)$ :

$$
\begin{align*}
& \underline{\dot{y}}(t)=\mathbf{A}_{11}^{*} \underline{y}(t)+\mathbf{A}_{12}^{*} \underline{x}_{r}(t)+\mathbf{B}_{1}^{*} \underline{u}(t)  \tag{4.111}\\
& \Rightarrow \mathbf{A}_{12}^{*} \underline{x}_{r}(t)=\underline{y}(t)-\mathbf{A}_{11}^{*} \underline{y}(t)-\mathbf{B}_{1}^{*} \underline{u}(t)
\end{align*}
$$

Regarding $\underline{y}_{r}(t):=\mathbf{A}_{12}^{*} \underline{x}_{r}(t)$ as a virtual output of the reduced state equation, the observer for $\underline{x}_{r}(t)$ finally reads:

$$
\left\{\begin{align*}
& \dot{\hat{x}}_{r}(t)=\mathbf{A}_{21}^{*} \underline{y}(t)+\mathbf{A}_{22}^{*} \underline{\hat{x}}_{r}(t)+\mathbf{B}_{2}^{*} \underline{u}(t)+\mathbf{L}_{r}\left(\underline{y}_{r}(t)-\mathbf{A}_{12}^{*} \underline{\hat{x}}_{r}(t)\right)  \tag{4.112}\\
& \underline{y}_{r}(t)=\underline{y}(t)-\mathbf{A}_{11}^{*} \underline{y}(t)-\mathbf{B}_{1}^{*} \underline{u}(t)
\end{align*}\right.
$$

Furthermore the dynamics of the error $\underline{e}_{r}(t)=\underline{x}_{r}(t)-\underline{\hat{x}}_{r}(t)$ reads as follows:

$$
\begin{align*}
\underline{e}_{r}(t)= & \underline{x}_{r}(t)-\hat{\underline{x}}_{r}(t) \\
\Rightarrow \underline{\dot{\dot{x}}}_{r}(t)= & \underline{x}_{r}(t)-\underline{\hat{x}}_{r}(t) \\
= & \mathbf{A}_{21}^{*} \underline{y}(t)+\mathbf{A}_{22}^{*} \underline{x}_{r}(t)+\mathbf{B}_{2}^{*} \underline{u}(t) \\
& -\left(\mathbf{A}_{21}^{*} \underline{y}(t)+\mathbf{A}_{22}^{*} \underline{\hat{x}}_{r}(t)+\mathbf{B}_{2}^{*} \underline{u}(t)+\mathbf{L}_{r}\left(\underline{y}_{r}(t)-\mathbf{A}_{12}^{*} \underline{\hat{x}}_{r}(t)\right)\right) \\
= & \left(\mathbf{A}_{22}^{*}-\mathbf{L}_{r} \mathbf{A}_{12}^{*}\right) \underline{e}_{r}(t) \tag{4.113}
\end{align*}
$$

Consequently, designing the observer gain $\mathbf{L}_{r}$ such that the characteristic polynomial of matrix $\mathbf{A}_{22}^{*}-\mathbf{L}_{r} \mathbf{A}_{12}^{*}$ is Hurwitz leads to the asymptotic convergence of the estimates $\underline{\hat{x}}_{r}(t)$ towards $\underline{x}_{r}(t)$. Such a design is always possible as soon as the pair $\left(\mathbf{A}_{22}^{*}, \mathbf{A}_{12}^{*}\right)$ is observable, which is a consequence of the observability of the pair $(\mathbf{A}, \mathbf{C})$ (this can be shown using PBH test $^{4}$ ).

Since it is not wise to use $\underline{\underline{y}}(t)$ because in practice the differentiation process introduces noise, we will estimate vector $\underline{\hat{x}}_{r y}(t)$ rather than $\underline{x}_{r}(t)$. Vector $\underline{\hat{x}}_{r y}(t)$ is defined as follows:

$$
\begin{equation*}
\underline{\hat{x}}_{r y}(t):=\underline{\hat{x}}_{r}(t)-\mathbf{L}_{r} \underline{y}(t) \tag{4.114}
\end{equation*}
$$

From (4.112), we get the following observer for $\underline{\hat{x}}_{r y}(t)$ :

$$
\begin{align*}
\underline{\hat{\hat{x}}}_{r y}(t)= & \dot{\hat{\hat{x}}}_{r}(t)-\mathbf{L}_{r} \underline{\dot{y}}(t) \\
= & \mathbf{A}_{21}^{*} \underline{y}(t)+\mathbf{A}_{22}^{*} \underline{\hat{x}}_{r}(t)+\mathbf{B}_{2}^{*} \underline{u}(t)+\mathbf{L}_{r}\left(\underline{y}_{r}(t)-\mathbf{A}_{12}^{*} \underline{\hat{x}}_{r}(t)\right)-\mathbf{L}_{r} \underline{y}(t) \\
= & \mathbf{A}_{21}^{*} \underline{y}(t)+\mathbf{A}_{22}^{*}\left(\underline{\hat{x}}_{r y}(t)+\mathbf{L}_{r} \underline{y}(t)\right)+\mathbf{B}_{2}^{*} \underline{u}(t) \\
& +\mathbf{L}_{r}\left(-\mathbf{A}_{11}^{*} \underline{y}(t)-\mathbf{B}_{1}^{*} \underline{u}(t)-\mathbf{A}_{12}^{*}\left(\underline{\hat{x}}_{r y}(t)+\mathbf{L}_{r} \underline{y}(t)\right)\right) \\
:= & \mathbf{A}_{y} \underline{y}(t)+\mathbf{A}_{r y} \underline{\hat{x}}_{r y}(t)+\mathbf{B}_{u} \underline{u}(t) \tag{4.115}
\end{align*}
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}_{y}=\mathbf{A}_{21}^{*}+\mathbf{A}_{22}^{*} \mathbf{L}_{r}-\mathbf{L}_{r} \mathbf{A}_{11}^{*}-\mathbf{L}_{r} \mathbf{A}_{12}^{*} \mathbf{L}_{r}  \tag{4.116}\\
\mathbf{A}_{r y}=\mathbf{A}_{22}^{*}-\mathbf{L}_{r} \mathbf{A}_{12}^{*} \\
\mathbf{B}_{u}=\mathbf{B}_{2}^{*}-\mathbf{L}_{r} \mathbf{B}_{1}^{*}
\end{array}\right.
$$

Assembling the previous results, the estimation of state vector $\underline{x}(t)$ finally reads as follows where the dynamics of $\underline{\hat{x}}_{r y}(t)$ is given by (4.115):

$$
\underline{\hat{x}}(t)=\mathbf{P} \underline{\hat{x}}^{*}(t)=\mathbf{P}\left[\begin{array}{c}
\underline{y}(t)  \tag{4.117}\\
\underline{\hat{x}}_{r}(t)
\end{array}\right]=\mathbf{P}\left[\begin{array}{c}
\underline{y}(t) \\
\underline{\hat{x}}_{r y}(t)+\mathbf{L}_{r} \underline{y}(t)
\end{array}\right]
$$

## Chapter 5

## Controller design

### 5.1 Introduction

Controller enables to obtain stable systems which meet performances specifications. In the case where the full state vector $\underline{x}(t)$ is available then controller design involves state feedback. In the more usual case where only some components of the state vector are available through the output vector $\underline{y}(t)$ then controller design involves output feedback in association with a state ōbserver.

This chapter focuses on controllers design. More specifically state feedback controller for SISO systems in controllable canonical form, state feedback controller for SISO systems in arbitrary state-space representation, static state feedback controller and static output feedback controller for MIMO systems will be presented. We will also present controller with integral action.

### 5.2 Static state feedback controller

Consider the following state equation where $\underline{x}(t)$ denotes the state vector and $\underline{u}(t)$ the control input:

$$
\begin{equation*}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t) \tag{5.1}
\end{equation*}
$$

We will assume in the following that the full state vector $\underline{x}(t)$ is available for control.

Let $\underline{r}(t)$ be a reference input signal. A static state feedback (or full state) controller computes the control input $\underline{u}(t)$ as a function of a state-feedback gain $\mathbf{K}$ and a feedforward gain matrix $\mathbf{H}$ as follows:

$$
\begin{equation*}
\underline{u}(t)=\mathbf{H} \underline{r}(t)-\mathbf{K} \underline{x}(t) \tag{5.2}
\end{equation*}
$$

Substituting the control law (5.2) into the state equation (5.1) of the system yields:

$$
\begin{equation*}
\underline{\dot{x}}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}(t)+\mathbf{B H} \underline{r}(t) \tag{5.3}
\end{equation*}
$$

- The purpose of the controller gain $\mathbf{K}$ is at least to assign the eigenvalues of the closed-loop state matrix $\mathbf{A}-\mathbf{B K}$ at predefined locations. For MIMO
systems there are additional degrees of freedom which may be used for others purposes like eigenstructure assignment;
- The purpose of the feedforward gain matrix $\mathbf{H}$ is to pick up the desired final value such that the closed-loop system has no steady state error to any constant value of the reference input $\underline{r}(t)$.

In steady state conditions we have $\underline{\dot{x}}(t)=\underline{0}$ and consequently (5.3) reads:

$$
\begin{equation*}
\underline{\dot{x}}(t)=\underline{0} \Rightarrow \underline{x}(t)=-(\mathbf{A}-\mathbf{B K})^{-1} \mathbf{B H} \underline{r}(t) \tag{5.4}
\end{equation*}
$$

On the other hand, using (5.2) the output equation $\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ reads:

$$
\left\{\begin{array}{l}
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)  \tag{5.5}\\
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\mathbf{H} \underline{r}(t)
\end{array} \quad \Rightarrow \underline{y}(t)=(\mathbf{C}-\mathbf{D K}) \underline{x}(t)+\mathbf{D} \mathbf{H} \underline{r}(t)\right.
$$

Inserting (5.4) into (5.5) yields:

$$
\begin{align*}
\underline{y}(t) & =-(\mathbf{C}-\mathbf{D K})(\mathbf{A}-\mathbf{B K})^{-1} \mathbf{B H} \underline{r}(t)+\mathbf{D H} \underline{r}(t) \\
& =\left(\mathbf{D}-(\mathbf{C}-\mathbf{D K})(\mathbf{A}-\mathbf{B K})^{-1} \mathbf{B}\right) \mathbf{H} \underline{r}(t) \tag{5.6}
\end{align*}
$$

Then matrix $\mathbf{H}$ is computed such that the closed-loop system has no steady state error to any constant value of the reference input $\underline{r}(t)$. So imposing $\underline{y}(t)=\underline{r}(t)$ leads to the following expression of the feedforward gain matrix $\overline{\mathbf{H}}$ :

$$
\begin{equation*}
\underline{y}(t)=\underline{r}(t) \Rightarrow \mathbf{H}=\left(\mathbf{D}-(\mathbf{C}-\mathbf{D K})(\mathbf{A}-\mathbf{B K})^{-1} \mathbf{B}\right)^{-1} \tag{5.7}
\end{equation*}
$$

In the usual case where matrix $\mathbf{D}$ is null the preceding relation simplifies as follows:

$$
\begin{equation*}
\mathbf{H}=-\left(\mathbf{C}(\mathbf{A}-\mathbf{B K})^{-1} \mathbf{B}\right)^{-1} \tag{5.8}
\end{equation*}
$$

We will see in section 5.5 that adding an integral action within the controller is an alternative method which avoid the computation of feedforward gain matrix H.

In the following we will assume that the system is controllable, or at least stabilizable, such that it is possible to design a state feedback controller. Indeed Wonham ${ }^{1}$ has shown that controllability of an open-loop system is equivalent to the possibility of assigning an arbitrary set of poles to the transfer matrix of the closed-loop system, formed by means of suitable linear feedback of the state.
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### 5.3 Control of SISO systems

### 5.3.1 State feedback controller in controllable canonical form

Let $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ be an controllable Single-Input Single-Output (SISO) linear time-invariant system of order $n$ and let $\chi_{A-B K}(s)$ be an imposed $n^{\text {th }}$ order monic polynomial (a monic polynomial is a polynomial in which the leading coefficient, that is the nonzero coefficient of highest degree, is equal to 1 ). Polynomial $\chi_{A-B K}(s)$ corresponds to the characteristic polynomial of matrix $\mathbf{A}-\mathbf{B K}$. It is formed thanks to the predefined eigenvalues $\lambda_{K_{1}}, \cdots, \lambda_{K_{n}}$ assigned for the dynamics of the controller:

$$
\begin{equation*}
\chi_{A-B K}(s)=\operatorname{det}(s \mathbb{I}-(\mathbf{A}-\mathbf{B K}))=\left(s-\lambda_{K_{1}}\right) \cdots\left(s-\lambda_{K_{n}}\right) \tag{5.9}
\end{equation*}
$$

When expanding the preceding product we get:

$$
\begin{equation*}
\chi_{A-B K}(s)=s^{n}+p_{n-1} s^{n-1}+\cdots+p_{1} s+p_{0} \tag{5.10}
\end{equation*}
$$

We begin with the case where the system realization $\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ is the controllable canonical form. Then matrices $\mathbf{A}_{c}$ and $\mathbf{B}_{c}$ are the following:

$$
\left\{\begin{align*}
& \mathbf{A}_{c}=\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0 \\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]  \tag{5.11}\\
& \mathbf{B}_{c}=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right]
\end{align*}\right.
$$

Matrices $\mathbf{C}_{c}$ and $\mathbf{D}$ will not be used.
Let $\mathbf{K}_{c}$ be the controller gain matrix when the controllable canonical form of the system is used. For a SISO system this is a $1 \times n$ matrix. Let $K_{i}$ be the (scalar) component in the $i^{\text {th }}$ row of matrix $\mathbf{K}_{c}$ :

$$
\mathbf{K}_{c}=\left[\begin{array}{lll}
K_{1} & \cdots & K_{n} \tag{5.12}
\end{array}\right]
$$

Using the duality principle we can infer that the expression of the state feedback controller for SISO systems in controllable canonical form has the following expression:

$$
\mathbf{K}_{c}=\mathbf{L}_{o}^{T}=\left[\begin{array}{lll}
p_{0}-a_{0} & \cdots & p_{n-1}-a_{n-1} \tag{5.13}
\end{array}\right]
$$

To check it just notice that when the controllable canonical form of the system is used then matrix $\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c}$ reads:

$$
\begin{align*}
\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c} & =\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0 \\
0 & 0 & 1 & \ddots & 0 \\
& & \ddots & \ddots & 0 \\
0 & 0 & 0 & & 1 \\
-a_{0} & -a_{1} & -a_{2} & \cdots & -a_{n-1}
\end{array}\right]-\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right]\left[\begin{array}{lll}
K_{1} & \cdots & K_{n}
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
0 & 1 & 0 & & 0 \\
0 & 0 & 1 & \ddots & 0 \\
0 & 0 & \ddots & \ddots & 0 \\
-a_{0}-K_{1} & -a_{1}-K_{2} & -a_{2}-K_{3} & \cdots & -a_{n-1}-K_{n}
\end{array}\right] \tag{5.14}
\end{align*}
$$

Since this matrix still remains in the controllable canonical form its characteristic polynomial is readily written as follows:

$$
\begin{align*}
\chi_{A-B K}(s) & =\operatorname{det}(\mathbf{A}-\mathbf{B K}) \\
& =\operatorname{det}\left(\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c}\right)  \tag{5.15}\\
& =s^{n}+\left(a_{n-1}+K_{n}\right) s^{n-1}+\cdots+\left(a_{1}+K_{2}\right) s+a_{0}+K_{1}
\end{align*}
$$

Identifying Equations (5.10) and (5.15) leads to the expression of each component of the controller matrix $\mathbf{K}_{c}$ :

$$
\left\{\begin{array}{l}
p_{0}=a_{0}+K_{1}  \tag{5.16}\\
p_{1}=a_{1}+K_{2} \\
\vdots \\
p_{n-1}=a_{n-1}+K_{n}
\end{array} \quad \Leftrightarrow \quad \begin{array}{c}
\mathbf{K}_{c} \\
\vdots
\end{array} \quad=\left[\begin{array}{cccc}
K_{1} & K_{2} & \cdots & K_{n}
\end{array}\right]\right.
$$

### 5.3.2 State feedback controller in arbitrary state-space representation

When an arbitrary state-space representation is used the system has to be converted into the controllable canonical form via a similarity transformation. Let $\mathbf{P}_{c}$ be the matrix of the similarity transformation which enables to get the controllable canonical form. We get:

$$
\begin{equation*}
\underline{x}(t)=\mathbf{P}_{c} \underline{x}_{c}(t) \Leftrightarrow \underline{x}_{c}(t)=\mathbf{P}_{c}^{-1} \underline{x}(t) \tag{5.17}
\end{equation*}
$$

We have seen in the chapter dedicated to Realization of transfer functions that $\mathbf{P}_{c}^{-1}$ is a constant nonsingular change of basis matrix which is obtained through the following relation:

$$
\begin{equation*}
\mathbf{P}_{c}^{-1}=\mathbf{Q}_{c c} \mathbf{Q}_{c}^{-1} \tag{5.18}
\end{equation*}
$$

Where:

- $\mathbf{Q}_{c}$ is the controllability matrix in the actual basis:

$$
\mathbf{Q}_{c}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B} \tag{5.19}
\end{array}\right]
$$

- and $\mathbf{Q}_{c c}$ the controllability matrix expressed in the controllable canonical basis (which is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ ).

Thus the control law $\underline{u}(t)$ reads:

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K}_{c} \underline{x}_{c}(t)+\mathbf{H} \underline{r}(t)=-\mathbf{K}_{c} \mathbf{P}_{c}^{-1} \underline{x}(t)+\mathbf{H} \underline{r}(t) \tag{5.20}
\end{equation*}
$$

That is:

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\mathbf{H} \underline{r}(t) \tag{5.21}
\end{equation*}
$$

Where:

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}_{c} \mathbf{P}_{c}^{-1} \tag{5.22}
\end{equation*}
$$

Example 5.1. Design a state feedback controller for the following unstable plant:

$$
\left\{\begin{array}{l}
\dot{\dot{x}}(t)=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right] \underline{x}(t)+\left[\begin{array}{l}
1 \\
2
\end{array}\right] u(t)  \tag{5.23}\\
y(t)=\left[\begin{array}{ll}
3 & 5
\end{array}\right] \underline{x}(t)
\end{array}\right.
$$

As far as this is a modal (or diagonal) state space representation, plant's controllability is readily checked by inspecting column of control matrix B: because there is no null element in the control matrix $\mathbf{B}$ we conclude that the plant is controllable by applying Gilbert's criteria.

The poles of the controller shall be chosen to render the closed-loop stable and to satisfy some specifications. We choose (for example) to locate the poles of the controller at $\lambda_{K_{1}}=-1$ and $\lambda_{K_{2}}=-2$.

We will first design the controller assuming that we have the controllable canonical form of the SISO system. The controllable canonical form is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ :

$$
\begin{align*}
& \operatorname{det}(s \mathbb{I}-\mathbf{A})=(s-1)(s-2)=s^{2}-3 s+2:=s^{2}+a_{1} s+a_{0} \\
& \Rightarrow \mathbf{A}_{c}=\left[\begin{array}{cc}
0 & 1 \\
-2 & 3
\end{array}\right] \text { and } \mathbf{B}_{c}=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \tag{5.24}
\end{align*}
$$

On the other hand the characteristic polynomial of the controller is formed thanks to the predefined eigenvalues assigned for the dynamics of the controller:

$$
\begin{align*}
\chi_{A-B K}(s) & =\left(s-\lambda_{K_{1}}\right)\left(s-\lambda_{K_{2}}\right)=(s+1)(s+2)  \tag{5.25}\\
& =s^{2}+3 s+2:=s^{2}+p_{1} s+p_{0}
\end{align*}
$$

Applying relation (5.16) we get:

$$
\begin{align*}
\mathbf{K}_{c} & =\left[\begin{array}{ll}
K_{1} & K_{2}
\end{array}\right]=\left[\begin{array}{ll}
p_{0}-a_{0} & p_{1}-a_{1}
\end{array}\right]  \tag{5.26}\\
& =\left[\begin{array}{ll}
2-2 & 3+3
\end{array}\right]=\left[\begin{array}{ll}
0 & 6
\end{array}\right]
\end{align*}
$$

Now let's compute the inverse of the similarity transformation matrix $\mathbf{P}_{c}^{-1}$ which enables to get the controllable canonical form.

$$
\begin{equation*}
\mathbf{P}_{c}^{-1}=\mathbf{Q}_{c c} \mathbf{Q}_{c}^{-1} \tag{5.27}
\end{equation*}
$$

Where:
$-\mathbf{Q}_{c}$ is the controllability matrix in the actual basis:

$$
\mathbf{Q}_{c}=\left[\begin{array}{ll}
\mathbf{B} & \mathbf{A B}
\end{array}\right]=\left[\begin{array}{ll}
1 & 1  \tag{5.28}\\
2 & 4
\end{array}\right]
$$

- and $\mathbf{Q}_{c c}$ the controllability matrix expressed in the controllable canonical basis (which is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ ):

$$
\mathbf{Q}_{c c}=\left[\begin{array}{ll}
\mathbf{B}_{c} & \mathbf{A}_{c} \mathbf{B}_{c}
\end{array}\right]=\left[\begin{array}{ll}
0 & 1  \tag{5.29}\\
1 & 3
\end{array}\right]
$$

Thus:

$$
\begin{align*}
\mathbf{P}_{c}^{-1} & =\mathbf{Q}_{c c} \mathbf{Q}_{c}^{-1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 3
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
2 & 4
\end{array}\right]^{-1} \\
& =\frac{1}{2}\left[\begin{array}{ll}
0 & 1 \\
1 & 3
\end{array}\right]\left[\begin{array}{cc}
4 & -1 \\
-2 & 1
\end{array}\right]  \tag{5.30}\\
& =\frac{1}{2}\left[\begin{array}{ll}
-2 & 1 \\
-2 & 2
\end{array}\right]
\end{align*}
$$

We finally get:

$$
\mathbf{K}=\mathbf{K}_{c} \mathbf{P}_{c}^{-1}=\frac{1}{2}\left[\begin{array}{ll}
0 & 6
\end{array}\right]\left[\begin{array}{ll}
-2 & 1  \tag{5.31}\\
-2 & 2
\end{array}\right]=\frac{1}{2}\left[\begin{array}{ll}
-12 & 12
\end{array}\right]=\left[\begin{array}{ll}
-6 & 6
\end{array}\right]
$$

The feedforward gain matrix $\mathbf{H}$ is computed thanks to (5.7) (where $\mathbf{D}=\mathbf{0}$ ):

$$
\begin{equation*}
\mathbf{H}=-\left(\mathbf{C}(\mathbf{A}-\mathbf{B K})^{-1} \mathbf{B}\right)^{-1}=-0.125 \tag{5.32}
\end{equation*}
$$

### 5.3.3 Ackermann's formula

Ackermann's formula states that the controller gain matrix $\mathbf{K}$ of a SISO system in arbitrary state-space representation can be obtained as the product between vector $q_{c}^{T}$ and the assigned characteristic polynomial $\chi_{A-B K}(s)$ of matrix $\mathbf{A}-$ $\mathbf{K C}$ evaluated at matrix $\mathbf{A}$ :

$$
\begin{equation*}
\mathbf{K}=\underline{q}_{c}^{T} \chi_{A-B K}(\mathbf{A}) \tag{5.33}
\end{equation*}
$$

To get this result we first recall that similarity transformation generates equivalent state-space representations. Let $\mathbf{P}_{c}$ be the matrix of the similarity transformation which enables to get the controllable canonical form. Starting
from a state-space representations $\left(\begin{array}{l|l}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$ in an arbitrary basis, the controllable canonical form is obtained through the following relations:

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}  \tag{5.34}\\
\mathbf{B}_{c}=\mathbf{P}_{c}^{-1} \mathbf{B} \\
\mathbf{C}_{c}=\mathbf{C P}_{c}
\end{array}\right.
$$

Consequently matrix $\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c}$ reads:

$$
\begin{align*}
\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c} & =\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}-\mathbf{P}_{c}^{-1} \mathbf{B} K_{c} \\
& =\mathbf{P}_{c}^{-1}\left(\mathbf{A}-\mathbf{B} \mathbf{K}_{c} \mathbf{P}_{c}^{-1}\right) \mathbf{P}_{c} \tag{5.35}
\end{align*}
$$

This equation indicates that the controller gain matrix $\mathbf{K}$ in arbitrary statespace representation reads:

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}_{c} \mathbf{P}_{c}^{-1} \tag{5.36}
\end{equation*}
$$

We have seen in the chapter dedicated to Realization of transfer functions that $\mathbf{P}_{c}^{-1}$ is a constant nonsingular change of basis matrix which is obtained through the state matrix $\mathbf{A}$ and vector $\underline{q}_{c}^{T}$ :

$$
\mathbf{P}_{c}^{-1}=\left[\begin{array}{c}
q_{c}^{T}  \tag{5.37}\\
\underline{q}_{c}^{T} \mathbf{A} \\
\vdots \\
\underline{q}_{c}^{T} \mathbf{A}^{n-1}
\end{array}\right]
$$

Vector $\underline{q}_{c}^{T}$ is the last row of the inverse of the controllability matrix $\mathbf{Q}_{c}$ :

$$
\mathbf{Q}_{c}^{-1}=\left[\begin{array}{c}
*  \tag{5.38}\\
\vdots \\
* \\
\underline{q}_{c}^{T}
\end{array}\right] \text { where } \mathbf{Q}_{c}=\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{n-1} \mathbf{B}
\end{array}\right]
$$

Then we recall Cayley-Hamilton theorem. Let $\chi_{A_{c}}(s)$ be the characteristic polynomial of the $n \times n$ matrix $\mathbf{A}_{c}$. We write the characteristic polynomial $\chi_{A_{c}}(s)$ of matrix $\mathbf{A}_{c}$ as follows:

$$
\begin{equation*}
\chi_{A_{c}}(s):=\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c}\right)=s^{n}+a_{n-1} s^{n-1}+\cdots+a_{1} s+a_{0} \tag{5.39}
\end{equation*}
$$

The Cayley-Hamilton theorem states that substituting matrix $\mathbf{A}_{c}$ for $s$ in the characteristic polynomial $\chi_{A_{c}}(s)$ of matrix $\mathbf{A}_{c}$ results in the zero matrix ${ }^{2}$ :

$$
\begin{equation*}
\chi_{A_{c}}\left(\mathbf{A}_{c}\right)=\mathbf{0}=\mathbf{A}_{c}^{n}+a_{n-1} \mathbf{A}_{c}^{n-1}+\cdots+a_{1} \mathbf{A}_{c}+a_{0} \mathbb{I} \tag{5.40}
\end{equation*}
$$

Let $\chi_{A-B K}(s)$ be the characteristic polynomial of matrix $\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c}$. We have seen that when predefined eigenvalues $\lambda_{K_{1}}, \cdots, \lambda_{K_{n}}$ are assigned for the

[^26]dynamics of the controller the characteristic polynomial of matrix $\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c}$ reads:
\[

$$
\begin{align*}
\chi_{A-B K}(s) & =\operatorname{det}\left(s \mathbb{I}-\left(\mathbf{A}_{c}-\mathbf{B}_{c} \mathbf{K}_{c}\right)\right) \\
& =\left(s-\lambda_{K_{1}}\right) \cdots\left(s-\lambda_{K_{n}}\right)  \tag{5.41}\\
& =s^{n}+p_{n-1} s^{n-1}+\cdots+p_{1} s+p_{0}
\end{align*}
$$
\]

Substituting $s$ for matrix $\mathbf{A}_{c}$ leads to the following relation:

$$
\begin{equation*}
\chi_{A-B K}\left(\mathbf{A}_{c}\right)=\mathbf{A}_{c}^{n}+p_{n-1} \mathbf{A}_{c}^{n-1}+\cdots+p_{1} \mathbf{A}_{c}+p_{0} \mathbb{I} \tag{5.42}
\end{equation*}
$$

Note that $\chi_{A-B K}\left(\mathbf{A}_{c}\right)$ is not equal to $\mathbf{0}$ because $\chi_{A-B K}(s)$ is not the characteristic polynomial of matrix $\mathbf{A}_{c}$.

Thanks to Equation (5.16) and the relation $p_{i}=a_{i}+K_{i}$ we get:

$$
\begin{align*}
\chi_{A-B K}\left(\mathbf{A}_{c}\right)=\mathbf{A}_{c}^{n}+\left(a_{n-1}+K_{n-1}\right) \mathbf{A}_{c}^{n-1} & +\cdots \\
& +\left(a_{1}+K_{1}\right) \mathbf{A}_{c}+\left(a_{0}+K_{0}\right) \mathbb{I} \tag{5.43}
\end{align*}
$$

By subtracting Equations (5.40) to (5.43) we get:

$$
\begin{equation*}
\chi_{A-B K}\left(\mathbf{A}_{c}\right)=K_{n-1} \mathbf{A}_{c}^{n-1}+\cdots+K_{1} \mathbf{A}_{c}+K_{0} \mathbb{I} \tag{5.44}
\end{equation*}
$$

Due to the fact that coefficients $K_{i}$ are scalar we can equivalently write:

$$
\begin{equation*}
\chi_{A-B K}\left(\mathbf{A}_{c}\right)=\mathbf{A}_{c}^{n-1} K_{n-1}+\cdots+\mathbf{A}_{c} K_{1}+\mathbb{I} K_{0} \tag{5.45}
\end{equation*}
$$

Let $\underline{u}^{T}$ be the vector defined by:

$$
\underline{u}^{T}=\left[\begin{array}{llll}
1 & 0 & \cdots & 0 \tag{5.46}
\end{array}\right]
$$

Due to the special form of matrix $\mathbf{A}_{c}$ we have:

$$
\begin{align*}
& \underline{u}^{T} \mathbf{A}_{c}=\left[\begin{array}{llll}
0 & 1 & 0 & \cdots
\end{array}\right] \\
& \underline{u}^{T} \mathbf{A}_{c}^{2}=\left[\begin{array}{llll}
0 & 0 & 1 & 0
\end{array}\right]  \tag{5.47}\\
& \vdots \\
& \underline{u}^{T} \mathbf{A}_{c}^{n-1}=\left[\begin{array}{llll}
0 & \cdots & 0 & 1
\end{array}\right]
\end{align*}
$$

Thus multiplying Equation (5.45) by $\underline{u}^{T}$ leads to the following relation:

$$
\underline{u}^{T} \chi_{A-B K}\left(\mathbf{A}_{c}\right)=\left[\begin{array}{llll}
K_{0} & K_{1} & \cdots & K_{n-1} \tag{5.48}
\end{array}\right]=\mathbf{K}_{c}
$$

Thus we get the expression of the controller matrix $\mathbf{K}_{c}$ when we use the controllable canonical form.

We multiply Equation (5.48) by $\mathbf{P}_{c}^{-1}$ and use the fact that $\mathbf{A}_{c}^{k}=\left(\mathbf{P}_{c}^{-1} \mathbf{A} \mathbf{P}_{c}\right)^{k}=\mathbf{P}_{c}^{-1} \mathbf{A}^{k} \mathbf{P}_{c}$ get the expression of the controller gain matrix $\mathbf{K}$ in arbitrary state-space representation:

$$
\begin{align*}
\mathbf{K} & =\mathbf{K}_{c} \mathbf{P}_{c}^{-1} \\
& =\underline{u}^{T} \chi_{A-B K}\left(\mathbf{A}_{c}\right) \mathbf{P}_{c}^{-1} \\
& =\underline{u}^{T} \chi_{A-B K}\left(\mathbf{A}_{c} \mathbf{P}_{c}^{-1}\right) \\
& =u^{T} \chi_{A-B K}\left(\mathbf{P}_{c}^{-1} \mathbf{P}_{c} \mathbf{A}_{c} \mathbf{P}_{c}^{-1}\right)  \tag{5.49}\\
& =u^{T} \mathbf{P}_{c}^{-1} \chi_{A-B K}\left(\mathbf{P}_{c} \mathbf{A}_{c} \mathbf{P}_{c}^{-1}\right) \\
& =\underline{u}^{T} \mathbf{P}_{c}^{-1} \chi_{A-B K}(\mathbf{A})
\end{align*}
$$

Because $\underline{u}$ is the vector defined by $\underline{u}^{T}=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right]$ we get using (5.37):

$$
\begin{equation*}
\underline{u}^{T} \mathbf{P}_{c}^{-1}=\underline{q}_{c}^{T} \tag{5.50}
\end{equation*}
$$

Consequently Equation (5.49) reduces to be the Ackermann's formula (5.33):

$$
\begin{equation*}
\mathbf{K}=\underline{q}_{c}^{T} \chi_{A-B K}(\mathbf{A}) \tag{5.51}
\end{equation*}
$$

### 5.3.4 Invariance of (transmission) zeros under state feedback

It is worth noticing that the zeros of the closed-loop transfer function are the same than the zeros of the open-loop transfer function when state feedback is used. In other words, state feedback $\mathbf{K}$ just changes the values poles of the poles, the zeros remaining unchanged.

To get this result, we can use the controllable canonical form to compute the closed-loop transfer function, $\mathbf{C}_{c}\left(s \mathbb{I}-\mathbf{A}_{c}+\mathbf{B}_{c} \mathbf{K}_{c}\right)^{-1} \mathbf{B}_{c} \mathbf{H}$, and notice that its numerator is independent of both state feedback gain $\mathbf{K}_{c}$ and state matrix $\mathbf{A}_{c}$. When the controllable canonical form is used, it is clear that coefficients which appear in the numerator of the closed-loop transfer function come from product $\mathbf{C}_{c} \mathbf{H}$ and from the last column of the adjugate of the closed-loop state matrix, which is $\left[\begin{array}{llll}1 & s & \cdots & s^{n-1}\end{array}\right]^{T}$ :

$$
\left(s \mathbb{I}-\mathbf{A}_{c}+\mathbf{B}_{c} \mathbf{K}_{c}\right)^{-1} \mathbf{B}_{c}=\left(\frac{1}{\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c}+\mathbf{B}_{c} \mathbf{K}_{c}\right)}\left[\begin{array}{ccc}
* & * & 1 \\
* & * & s \\
\vdots & \vdots & \vdots \\
* & * & s^{n-1}
\end{array}\right]\right)\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right]
$$

$$
\Rightarrow \mathbf{C}_{c}\left(s \mathbb{I}-\mathbf{A}_{c}+\mathbf{B}_{c} \mathbf{K}_{c}\right)^{-1} \mathbf{B}_{c} \mathbf{H}=\frac{\mathbf{C}_{c}}{\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c}+\mathbf{B}_{c} \mathbf{K}_{c}\right)}\left[\begin{array}{c}
1  \tag{5.52}\\
s \\
\vdots \\
s^{n-1}
\end{array}\right] \mathbf{H}
$$

Consequently state feedback gain $\mathbf{K}_{c}$, or $\mathbf{K}$ in general, does not affect the numerator of the closed-loop transfer function. A practical use of this observation is that state feedback gain $\mathbf{K}$ can NOT be used to change zeros location in a state feedback loop.

### 5.4 Static state feedback controller

### 5.4.1 Roppenecker's formula

We consider the following state-space representation where $\underline{y}(t) \in \mathbb{R}^{p}$ denotes the measured output signal and $\underline{u}(t) \in \mathbb{R}^{m}$ the control input:

$$
\left\{\begin{align*}
\dot{x}(t) & =\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.53}\\
\underline{y}(t) & =\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{align*}\right.
$$

We will assume in the following that only the output vector $\underline{y}(t)$ is available for control.

Let $\underline{r}(t)$ be a reference input signal. A static output feedback controller computes the control input $\underline{u}(t)$ as a function of a state-feedback gain $\mathbf{K}$ and a feedforward gain matrix $\mathbf{H}$ as follows:

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K} \underline{y}(t)+\mathbf{H} \underline{r}(t) \tag{5.54}
\end{equation*}
$$

Using the output equation $\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ the control input $\underline{u}(t)$ can be expressed as a function of the state vector $\underline{x}(t)$ and the reference input $\underline{r}(t)$ :

$$
\begin{align*}
& \underline{u}(t)=-\mathbf{K}(\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t))+\mathbf{H} \underline{r}(t) \\
& \Rightarrow \underline{u}(t)=(\mathbb{I}+\mathbf{K D})^{-1}(-\mathbf{K C} \underline{x}(t)+\mathbf{H} \underline{r}(t)) \tag{5.55}
\end{align*}
$$

Substituting the control law (5.55) into the state equation (5.53) of the system reads:

$$
\begin{align*}
\underline{\dot{x}}(t) & =\mathbf{A} \underline{x}(t)+\mathbf{B}(\mathbb{I}+\mathbf{K D})^{-1}(-\mathbf{K} \mathbf{C} \underline{x}(t)+\mathbf{H} \underline{r}(t)) \\
& =\left(\mathbf{A}-\mathbf{B}(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K} \mathbf{C}\right) \underline{x}(t)+\mathbf{B}(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{H} \underline{r}(t) \tag{5.56}
\end{align*}
$$

We denote by $\mathbf{A}_{c l}$ the closed-loop state matrix:

$$
\begin{equation*}
\mathbf{A}_{c l}=\mathbf{A}-\mathbf{B}(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C} \tag{5.57}
\end{equation*}
$$

It is worth noticing that in the special case where the feedforward gain matrix $\mathbf{D}$ is zero $(\mathbf{D}=\mathbf{0})$ and where the output matrix $\mathbf{C}$ is equal to identity $(\mathbf{C}=\mathbb{I})$ then the static output feedback controller $\mathbf{K}$ reduces to be a static state feedback controller.

Let $\lambda_{K_{1}}, \cdots, \lambda_{K_{n}}$ be $n$ distinct specified eigenvalues of the closed-loop state matrix $\mathbf{A}_{c l}$. Furthermore we assume that eigenvalues of matrix $\mathbf{A}$ do not shift (meaning that they are different) the eigenvalues $\lambda_{K_{i}}$ of the closed-loop state matrix $\mathbf{A}_{c l}$. Let $\underline{v}_{K_{i}}$ be an eigenvector of the closed-loop state matrix $\mathbf{A}_{c l}$ corresponding to eigenvalue $\lambda_{K_{i}}$ :

$$
\begin{equation*}
\left(\mathbf{A}-\mathbf{B}(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C}\right) \underline{v}_{K_{i}}=\lambda_{K_{i}} \underline{v}_{K_{i}} \tag{5.58}
\end{equation*}
$$

The preceding relation can be rewritten as follows:

$$
\begin{equation*}
\left(\mathbf{A}-\lambda_{K_{i}} \mathbb{I}\right) \underline{v}_{K_{i}}-\mathbf{B}(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C} \underline{v}_{K_{i}}=\underline{0} \tag{5.59}
\end{equation*}
$$

Let's $\underline{p}_{i}$ be the parameter vector which is actually the input direction corresponding to eigenvector $\underline{v}_{K_{i}}$ :

$$
\begin{equation*}
\underline{p}_{i}=-(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K} \mathbf{C} \underline{v}_{K_{i}} \tag{5.60}
\end{equation*}
$$

Combining Equations (5.59) and (5.60) leads to the following relation:

$$
\left[\begin{array}{ll}
\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}
\end{array}\right]\left[\begin{array}{c}
\underline{v}_{K_{i}}  \tag{5.61}\\
\underline{p}_{i}
\end{array}\right]=\underline{0}
$$

From (5.61) it is clear that vector $\left[\begin{array}{c}\underline{v}_{K_{i}} \\ \underline{p}_{i}\end{array}\right]$ belongs to the kernel of matrix $\left[\begin{array}{ll}\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}\end{array}\right]:$

$$
\left[\begin{array}{c}
\underline{v}_{K_{i}}  \tag{5.62}\\
\underline{p}_{i}
\end{array}\right] \in \mathcal{N}\left(\left[\begin{array}{ll}
\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}
\end{array}\right]\right)
$$

Assuming that the rank of matrix $\mathbf{A}-\lambda_{K_{i}} \mathbb{I}$ is $n$, matrix $\left[\begin{array}{ll}\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}\end{array}\right]$ is of rank $n$. For a system with $m$ inputs, $\mathbf{B}$ has $m$ columns and (5.61) represents o system with $n$ linearly independant equations and $n+m$ unknowns $\left[\begin{array}{c}\underline{v}_{K_{i}} \\ \underline{p}_{i}\end{array}\right]$. Thus we can choose arbitrary $m$ unknowns. In the following, we will assume that $\underline{p}_{i}$ is arbitrarily chosen. Nevertheless, in general, the $m$ unknowns parameters can be split indifferently either on $\underline{v}_{K_{i}}$ or $\underline{p}_{i}$.

Writing (5.61) for all the distinct predefined eigenvalues $\boldsymbol{\Lambda}_{c l}=\operatorname{diag}\left(\lambda_{K_{1}}, \cdots, \lambda_{K_{p}}\right)$ of the closed-loop state matrix gives:

$$
\begin{align*}
& {\left[\begin{array}{lll}
\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}
\end{array}\right]\left[\begin{array}{c}
\underline{v}_{K_{i}} \\
\underline{p}_{i}
\end{array}\right]=\underline{0}}  \tag{5.63}\\
& \Leftrightarrow \mathbf{A} \underline{v}_{K_{i}}-\underline{v}_{K_{i}} \lambda_{K_{i}}+\overline{\mathbf{B}} \underline{p}_{i}=\underline{0} \quad \forall i=1, \cdots, n
\end{align*}
$$

This leads to the so-called Sylvester matrix equation:

$$
\begin{equation*}
\mathbf{A V}-\mathbf{V} \boldsymbol{\Lambda}_{c l}+\mathbf{B P}=\mathbf{0} \tag{5.64}
\end{equation*}
$$

Where matrices $\mathbf{P}$ and $\mathbf{V}$ are defined as follows:

$$
\left\{\begin{array}{l}
\mathbf{P}=\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{p}
\end{array}\right]=-(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C V}  \tag{5.65}\\
\mathbf{V}=\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{p}}
\end{array}\right]
\end{array}\right.
$$

It is clear that as soon as $\underline{v}_{K_{i}}=-\left(\mathbf{A}-\lambda_{K_{i}} \mathbb{I}\right)^{-1} \mathbf{B} \underline{p}_{i}$ then kernel equation (5.61) is solved. Consequently matrices $\mathbf{P}$ and $\mathbf{V}$ satisfying Sylvester matrix equation (5.64) are obtained as follows where $m \times r$ parameter matrix $\mathbf{P}$ is a real matrix of rank $m$ :

$$
\left\{\begin{array}{l}
\mathbf{P}=\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{p}
\end{array}\right] \text { where } \operatorname{rank}(\mathbf{P})=m  \tag{5.66}\\
\mathbf{V}=\left[\begin{array}{lll}
\mathbf{W}_{1} \underline{p}_{1} & \cdots & \mathbf{W}_{p} \underline{p}_{p}
\end{array}\right]
\end{array}\right.
$$

Where:

$$
\left\{\begin{array}{l}
\underline{p}_{i}=\left[\begin{array}{lll}
p_{i 1} & \cdots & p_{i m}
\end{array}\right]^{T}  \tag{5.67}\\
\underline{\mathbf{W}}_{i}=-\left(\mathbf{A}-\lambda_{K_{i}} \mathbb{I}\right)^{-1} \mathbf{B}
\end{array}\right.
$$

There are $p$ vectors $\underline{p}_{i}, i=1, \cdots, p$ to determine, each of size $m$, thus $m \times p$ unknowns. Thus the number $n$ of required eigenvalues $\lambda_{K_{i}}, i=1, \cdots, n$ shall be such that $m \times p \geq n$.

From the definition of matrix $\mathbf{P}$ given in (5.65) we get:

$$
\begin{align*}
& \mathbf{P}=-(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C V} \\
& \Leftrightarrow \mathbf{P}=-(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C V} \\
& \Leftrightarrow(\mathbb{I}+\mathbf{K D}) \mathbf{P}=-\mathbf{K C V}  \tag{5.68}\\
& \Leftrightarrow \mathbf{K}(\mathbf{C V}+\mathbf{D P})=-\mathbf{P}
\end{align*}
$$

Usually matrix $\mathbf{C V}+\mathbf{D P}$ is not square. Consequently the static output feedback gain $\mathbf{K}$ is obtained by taking the pseudo-inverse $(\mathbf{C V}+\mathbf{D P})^{\dagger}$ of matrix CV + DP:

$$
\begin{gather*}
\mathbf{K}=-\mathbf{P}(\mathbf{C V}+\mathbf{D P})^{\dagger} \\
\text { where }(\mathbf{C V}+\mathbf{D P})^{\dagger}:=(\mathbf{C V}+\mathbf{D P})^{T}\left((\mathbf{C V}+\mathbf{D P})(\mathbf{C V}+\mathbf{D P})^{T}\right)^{-1} \tag{5.69}
\end{gather*}
$$

In the special case where matrix $\mathbf{C V}+\mathbf{D P}$ is square and invertible the preceding relation reads:

$$
\begin{equation*}
\mathbf{K}=-\mathbf{P}(\mathbf{C V}+\mathbf{D P})^{-1} \tag{5.70}
\end{equation*}
$$

Or equivalently:

$$
\mathbf{K}=-\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n}
\end{array}\right]\left(\mathbf{C}\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{n}}
\end{array}\right]+\mathbf{D}\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n} \tag{5.71}
\end{array}\right]\right)^{-1}
$$

The preceding relation is the so-called Roppenecker's formula ${ }^{3}$ to get the static output feedback gain matrix $\mathbf{K}$.

### 5.4.2 Comments on Roppenecker's formula

We recall that the $n$ distinct eigenvalues $\lambda_{K_{i}}$ of the closed-loop state matrix and the corresponding eigenvectors $\underline{v}_{K_{i}}$ are related to the parameter vectors $\underline{p}_{i}$ by relation (5.61) which is reported hereafter:

$$
\left[\begin{array}{cc}
\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}
\end{array}\right]\left[\begin{array}{c}
\underline{v}_{K_{i}}  \tag{5.72}\\
\underline{p}_{i}
\end{array}\right]=\underline{0}
$$

It is worth noticing the following facts:

- From the relation:

$$
\left[\begin{array}{ll}
\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}
\end{array}\right]\left[\begin{array}{c}
\underline{v}_{K_{i}}  \tag{5.73}\\
\underline{p}_{i}
\end{array}\right]=\underline{0}
$$

It is clear that each $(n+m) \times 1$ vector $\left[\begin{array}{c}\underline{v}_{K_{i}} \\ \underline{p}_{i}\end{array}\right]$ belongs to the kernel of $\operatorname{matrix}\left[\begin{array}{ll}\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}\end{array}\right]$. So once any $(n+m) \times 1$ vector which belongs to the kernel of matrix $\left[\begin{array}{lll}\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}\end{array}\right]$ has been found, its $m$ bottom rows are used to form vector parameter $\underline{p}_{i}$. In the MIMO case several possibilities are offered.

- We recognize in matrix $\left[\begin{array}{ll}\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}\end{array}\right]$ the key matrix used in the PBH controllability test;

[^27]- In the special case of state feedback where $\mathbf{D}=\mathbf{0}$ and $\mathbf{C}=\mathbb{I}$ then matrix $\mathbf{C V}+\mathbf{D P}=\mathbf{V}$ where $\mathbf{V}$ is a square and invertible matrix. In that case Equation (5.70) leads to the expression of the static state feedback gain matrix $\mathbf{K}$ :

$$
\left\{\begin{array}{l}
\mathbf{C}=\mathbb{I}  \tag{5.74}\\
\mathbf{D}=\mathbf{0}
\end{array} \Rightarrow \mathbf{K}=-\mathbf{P V}^{-1}=-\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n}
\end{array}\right]\left(\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{n}}
\end{array}\right]\right)^{-1}\right.
$$

- If we wish to keep an eigenvalue $\lambda_{i}$ of matrix $\mathbf{A}$ within the set of eigenvalues of the closed-loop state matrix $\mathbf{A}_{c l}$ then $\left(\mathbf{A}-\lambda_{K_{i}} \mathbb{I}\right) \underline{v}_{K_{i}}$ is equal to zero because in that case $\underline{v}_{K_{i}}$ is also an eigenvector of $\mathbf{A}$ :

$$
\begin{equation*}
\lambda_{K_{i}}=\lambda_{i} \Rightarrow\left(\mathbf{A}-\lambda_{K_{i}} \mathbb{I}\right) \underline{v}_{K_{i}}=-\mathbf{B} \underline{p}_{i}=\left(\mathbf{A}-\lambda_{i} \mathbb{I}\right) \underline{v}_{K_{i}}=\underline{0} \tag{5.75}
\end{equation*}
$$

Consequently we have to replace $\underline{p}_{i}$ by $\underline{0}$ and $\underline{v}_{K_{i}}$ by eigenvector $\underline{v}_{i}$ of $\mathbf{A}$ corresponding to $\lambda_{i}$ in the Roppenecker's formula (5.70);

- The static output feedback gain $\mathbf{K}$ satisfy the following relation:

$$
\begin{equation*}
\mathbf{K}\left(\mathbf{C} \underline{v}_{K_{i}}+\mathbf{D} \underline{p}_{i}\right)=-\underline{p}_{i} \tag{5.76}
\end{equation*}
$$

Indeed by combining Equations (5.61) and (5.76) we retrieve Equation (5.58):

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{A} \underline{v}_{K_{i}}+\mathbf{B} \underline{p}_{i}=\lambda_{K_{i}} \underline{v}_{K_{i}} \\
\mathbf{K}\left(\mathbf{C} \underline{v}_{K_{i}}+\mathbf{D} \underline{p}_{i}\right)=-\underline{p}_{i} \Leftrightarrow \underline{p}_{i}=-(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C} \underline{v}_{K_{i}}
\end{array}\right.  \tag{5.77}\\
& \Rightarrow\left(\mathbf{A}-\mathbf{B}(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C}\right) \underline{v}_{K_{i}}=\lambda_{K_{i}} \underline{v}_{K_{i}}
\end{align*}
$$

Conversely we can write the preceding equation as follows:

$$
\left[\begin{array}{ll}
\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B}
\end{array}\right]\left[\begin{array}{c}
\underline{v}_{K_{i}}  \tag{5.78}\\
-(\mathbb{I}+\mathbf{K} \mathbf{D})^{-1} \mathbf{K C} \underline{v}_{K_{i}}
\end{array}\right]=\underline{0}
$$

Thus by defining parameter vector $\underline{p}_{i}$ as $\underline{p}_{i}=-(\mathbb{I}+\mathbf{K D})^{-1} \mathbf{K C} \underline{v}_{K_{i}}$ we retrieve $\mathbf{K}\left(\mathbf{C} \underline{v}_{K_{i}}+\mathbf{D} \underline{p}_{i}\right)=-\underline{p}_{i}$ which is exactly Equation (5.76).

- In the SISO case where $\mathbf{D}=\mathbf{0}$ and $\mathbf{C}=\mathbb{I}$, that is where a state feedback is assumed, the controller gain matrix $\mathbf{K}$ no more depends on parameter vectors $\underline{p}_{i}$. Indeed is that case the controller gain matrix $\mathbf{K}$ is obtained as follows:

$$
\begin{align*}
& \mathbf{K}=\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right] \\
& {\left[\begin{array}{llll}
\left(\mathbf{A}-\lambda_{K_{1}} \mathbb{I}\right)^{-1} \mathbf{B} & \cdots & \left(\mathbf{A}-\lambda_{K_{n}} \mathbb{I}\right)^{-1} \mathbf{B}
\end{array}\right]^{-1} } \tag{5.79}
\end{align*}
$$

To get this result we start by observing that in the SISO case where $\mathbf{D}=\mathbf{0}$ and $\mathbf{C}=\mathbb{I}$ parameter vector are scalars; they will be denoted $p_{i}$. Let vector $\underline{K}_{i}$ be defined as follows:

$$
\begin{equation*}
\underline{K}_{i}=-\left(\mathbf{A}-\lambda_{K_{i}} \mathbb{I}\right)^{-1} \mathbf{B} \tag{5.80}
\end{equation*}
$$

Then Equation (5.71) reads:

$$
\mathbf{K}=-\left[\begin{array}{lll}
p_{1} & \cdots & p_{n}
\end{array}\right]\left[\begin{array}{lll}
\underline{K}_{1} p_{1} & \cdots & \underline{K}_{n} p_{n} \tag{5.81}
\end{array}\right]^{-1}
$$

Let's rearrange the term $\left[\begin{array}{lll}\underline{K}_{1} p_{1} & \cdots & \underline{K}_{n} p_{n}\end{array}\right]^{-1}$ as follows:

$$
\begin{align*}
{\left[\begin{array}{lll}
\underline{K}_{1} p_{1} & \cdots & \underline{K}_{n} p_{n}
\end{array}\right]^{-1} } & =\left(\begin{array}{lll}
\left.\left[\begin{array}{lll}
\underline{K}_{1} & \cdots & \underline{K}_{n}
\end{array}\right]\left[\begin{array}{lll}
p_{1} & & 0 \\
& \ddots & \\
0 & & p_{n}
\end{array}\right]\right)^{-1} \\
& =\left[\begin{array}{ccc}
p_{1} & & 0 \\
& \ddots & \\
0 & & p_{n}
\end{array}\right]^{-1}\left[\begin{array}{lll}
\underline{K}_{1} & \cdots & \underline{K}_{n}
\end{array}\right]^{-1} \\
& =\left[\begin{array}{ccc}
\frac{\prod_{i \neq 1} p_{i}}{\prod_{i=1}^{*} p_{i}} & & 0 \\
& \ddots & \\
0 & & \frac{\prod_{i \neq n} p_{i}}{\prod_{i=1}^{*} p_{i}}
\end{array}\right]\left[\begin{array}{lll}
\underline{K}_{1} & \cdots & \underline{K}_{n}
\end{array}\right]^{-1}
\end{array}\right.
\end{align*}
$$

Multiplying this expression by $-\left[\begin{array}{lll}p_{1} & \cdots & p_{n}\end{array}\right]$ leads to the expression of $\mathbf{K}$ :

$$
\begin{align*}
\mathbf{K} & =-\left[\begin{array}{lll}
p_{1} & \cdots & p_{n}
\end{array}\right]\left[\begin{array}{ccc}
\underline{K}_{1} p_{1} & \cdots & \underline{K}_{n} p_{n}
\end{array}\right]^{-1} \\
& =-\left[\begin{array}{lll}
p_{1} & \cdots & p_{n}
\end{array}\right]\left[\begin{array}{ccc}
{\left[\begin{array}{lll}
\prod_{i \neq 1}^{n} p_{i} \\
\prod_{i=1}^{n} p_{i} & & 0 \\
& \ddots & \\
0 & & \frac{\prod_{i \neq n} p_{i}}{\prod_{i=1}^{n p_{i}}}
\end{array}\right]\left[\begin{array}{lll}
\underline{K}_{1} & \cdots & \underline{K}_{n}
\end{array}\right]^{-1}} \\
& =-\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right]\left[\underline{K}_{1}\right. & \cdots \\
\underline{K}_{n}
\end{array}\right]^{-1}
\end{align*}
$$

Using the expression of vector $\underline{K}_{i}=-\left(\mathbf{A}-\lambda_{K_{i}} \mathbb{I}\right)^{-1} \mathbf{B}$ provided by Equation (5.80) we finally get:

$$
\begin{align*}
& \mathbf{K}=\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right] \\
&  \tag{5.84}\\
& {\left[\begin{array}{llll}
\left(\mathbf{A}-\lambda_{K_{1}} \mathbb{I}\right)^{-1} \mathbf{B} & \cdots & \left(\mathbf{A}-\lambda_{K_{n}} \mathbb{I}\right)^{-1} \mathbf{B}
\end{array}\right]^{-1} }
\end{align*}
$$

We conclude that in the SISO case where $\mathbf{D}=\mathbf{0}$ and $\mathbf{C}=\mathbb{I}$, that is where a state feedback is assumed, the controller gain matrix $\mathbf{K}$ no more depends on parameter vectors $\underline{p}_{i}$.

### 5.4.3 Solving Sylvester equation

The Sylvester equation reads as follows where $\mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{m \times m}, \mathbf{C} \in$ $\mathbb{R}^{n \times m}$ and $\mathbf{X} \in \mathbb{R}^{n \times m}$ is the sought-after solution:

$$
\begin{equation*}
\mathbf{A X}+\mathbf{X B}+\mathbf{C}=\mathbf{0} \tag{5.85}
\end{equation*}
$$

Following Peter Benner ${ }^{4}$, Sylvester equation (5.85) has a unique solution if and only if $\alpha+\beta \neq 0$ for all $\alpha \in \sigma(\mathbf{A})$ and $\beta \in \sigma(\mathbf{B})$, where $\sigma(\mathbf{Z})$ denotes the spectrum of the matrix $\mathbf{Z}$. In particular, this property holds for stable Sylvester equations, where both $\sigma(\mathbf{A})$ and $\sigma(\mathbf{B})$ lie in the open left half plane. The antistable case, where $\sigma(\mathbf{A})$ and $\sigma(\mathbf{B})$ are contained in the open right half plane, is trivially turned into a stable one by multiplying (5.85) by -1 . Furthermore, the unique solution $\mathbf{X}$ of a stable Sylvester equation can be found from the block upper triangular matrix $\mathbf{H}$ as follows ${ }^{4}$ :

$$
\mathbf{H}=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{C}  \tag{5.86}\\
\mathbf{0} & -\mathbf{B}
\end{array}\right] \Rightarrow \frac{1}{2}\left(\operatorname{sign}(\mathbf{H})+\mathbb{I}_{n+m}\right)=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{X} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
$$

We recall that if $\mathbf{H}=\mathbf{P} \mathbf{J} \mathbf{P}^{-1}$ is a Jordan decomposition of $\mathbf{H}$ with $\operatorname{diag}(\mathbf{J})=\operatorname{diag}\left(\lambda_{i}\right)$ then $\operatorname{sign}(\mathbf{H})$ is defined as follows:

$$
\begin{equation*}
\mathbf{H}=\mathbf{P} \mathbf{J} \mathbf{P}^{-1} \Rightarrow \operatorname{sign}(\mathbf{H})=\mathbf{P} \operatorname{sign}(\mathbf{J}) \mathbf{P}^{-1}=\mathbf{P} \operatorname{diag}\left(\operatorname{sign}\left(\lambda_{i}\right)\right) \mathbf{P}^{-1} \tag{5.87}
\end{equation*}
$$

For a scalar complex variable $\lambda$, the sign function is defined as follows:

$$
\operatorname{sign}(\lambda)=\left\{\begin{array}{l}
+1 \text { if } \operatorname{Re}(\lambda)>0  \tag{5.88}\\
-1 \text { if } \operatorname{Re}(\lambda)<0
\end{array}\right.
$$

Alternatively, the unique solution of a stable Sylvester matrix equation (5.85) can be computed as follows ${ }^{5}$ :

$$
\begin{equation*}
\mathbf{X}=\int_{0}^{\infty} e^{\mathbf{A} t} \mathbf{C} e^{\mathbf{B} t} d t \tag{5.89}
\end{equation*}
$$

### 5.4.4 Solving general algebraic Riccati and Lyapunov equations

The general algebraic Riccati equation reads as follows where all matrices are square of dimension $n \times n$ :

$$
\begin{equation*}
\mathbf{A X}+\mathbf{X B}+\mathbf{C}+\mathbf{X D X}=\mathbf{0} \tag{5.90}
\end{equation*}
$$

Matrices $\mathbf{A}, \mathbf{B}, \mathbf{C}$ and $\mathbf{D}$ are known whereas matrix $\mathbf{X}$ has to be determined.
The general algebraic Lyapunov equation is obtained as a special case of the algebraic Riccati by setting $\mathbf{D}=\mathbf{0}$.

[^28]The general algebraic Riccati equation can be solved ${ }^{6}$ by considering the following $2 n \times 2 n$ matrix $\mathbf{H}$ :

$$
\mathbf{H}=\left[\begin{array}{cc}
\mathbf{B} & \mathbf{D}  \tag{5.91}\\
-\mathbf{C} & -\mathbf{A}
\end{array}\right]
$$

Let the eigenvalues of matrix $\mathbf{H}$ be denoted $\lambda_{1}, i=1, \cdots, 2 n$, and the corresponding eigenvectors be denoted $\underline{v}_{i}$. Furthermore let $\mathbf{M}$ be the $2 n \times 2 n$ matrix composed of all real eigenvectors of matrix $\mathbf{H}$; for complex conjugate eigenvectors, the corresponding columns of matrix $\mathbf{M}$ are changed into the real and imaginary parts of such eigenvectors. Note that there are many ways to form matrix $\mathbf{M}$.

Then we can write the following relation:

$$
\mathbf{H M}=\mathbf{M} \mathbf{\Lambda}=\left[\begin{array}{ll}
\mathbf{M}_{1} & \mathbf{M}_{2}
\end{array}\right]\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{1} & \mathbf{0}  \tag{5.92}\\
\mathbf{0} & \boldsymbol{\Lambda}_{2}
\end{array}\right]
$$

Matrix $\mathbf{M}_{1}$ contains the $n$ first columns of $\mathbf{M}$ whereas matrix $\mathbf{M}_{2}$ contains the $n$ last columns of $\mathbf{M}$.

Matrices $\boldsymbol{\Lambda}_{1}$ and $\boldsymbol{\Lambda}_{2}$ are diagonal matrices formed by the eigenvalues of $\mathbf{H}$ as soon as there are distinct; for eigenvalues with multiplicity greater than 1 , the corresponding part in matrix $\boldsymbol{\Lambda}$ represents the Jordan form.

Thus we have:

$$
\left\{\begin{array}{l}
\mathbf{H M}_{1}=\mathbf{M}_{1} \boldsymbol{\Lambda}_{1}  \tag{5.93}\\
\mathbf{H M}_{2}=\mathbf{M}_{2} \boldsymbol{\Lambda}_{2}
\end{array}\right.
$$

We will focus our attention on the first equation and split matrix $\mathbf{M}_{1}$ as follows:

$$
\mathbf{M}_{1}=\left[\begin{array}{l}
\mathbf{M}_{11}  \tag{5.94}\\
\mathbf{M}_{12}
\end{array}\right]
$$

Using the expression of $\mathbf{H}$ in (5.91), the relation $\mathbf{H M}=\mathbf{M}_{1} \boldsymbol{\Lambda}_{1}$ reads as follows:

$$
\mathbf{H M}_{1}=\mathbf{M}_{1} \boldsymbol{\Lambda}_{1} \Rightarrow\left\{\begin{array}{l}
\mathbf{B M}_{11}+\mathbf{D} \mathbf{M}_{12}=\mathbf{M}_{11} \boldsymbol{\Lambda}_{1}  \tag{5.95}\\
-\mathbf{C M}_{11}-\mathbf{A} \mathbf{M}_{12}=\mathbf{M}_{12} \boldsymbol{\Lambda}_{1}
\end{array}\right.
$$

Assuming that matrix $\mathbf{M}_{11}$ is not singular, we can check that a solution $\mathbf{X}$ of the general algebraic Riccati equation (5.90) reads:

$$
\begin{equation*}
\mathbf{X}=\mathbf{M}_{12} \mathbf{M}_{11}^{-1} \tag{5.96}
\end{equation*}
$$

[^29]Indeed:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{B M}_{11}+\mathbf{D M}_{12}=\mathbf{M}_{11} \boldsymbol{\Lambda}_{1} \\
\mathbf{C M}_{11}+\mathbf{A M}_{12}=-\mathbf{M}_{12} \boldsymbol{\Lambda}_{1} \\
\mathbf{X}=\mathbf{M}_{12} \mathbf{M}_{11}^{-1}
\end{array}\right. \\
& \begin{aligned}
& \Rightarrow \mathbf{A X}+\mathbf{X B}+\mathbf{C}+\mathbf{X D X}=\mathbf{A M}_{12} \mathbf{M}_{11}^{-1}+ \mathbf{M}_{12} \mathbf{M}_{11}^{-1} \mathbf{B}+\mathbf{C} \\
&+\mathbf{M}_{12} \mathbf{M}_{11}^{-1} \mathbf{D M}_{12} \mathbf{M}_{11}^{-1}
\end{aligned} \\
& =\left(\mathbf{A M}_{12}+\mathbf{C M}_{11}\right) \mathbf{M}_{11}^{-1} \\
& +\mathbf{M}_{12} \mathbf{M}_{11}^{-1}\left(\mathbf{B M}_{11}+\mathbf{D M}_{12}\right) \mathbf{M}_{11}^{-1} \\
& =-\mathbf{M}_{12} \boldsymbol{\Lambda}_{1} \mathbf{M}_{11}^{-1}+\mathbf{M}_{12} \mathbf{M}_{11}^{-1} \mathbf{M}_{11} \boldsymbol{\Lambda}_{1} \mathbf{M}_{11}^{-1} \\
& =0 \tag{5.97}
\end{align*}
$$

It is worth noticing that each selection of eigenvectors within matrix $\mathbf{M}_{1}$ leads to a new solution of the general algebraic Riccati equation (5.90). Consequently the solution to the general algebraic Riccati equation (5.90) is not unique. The same statement holds for different choice of matrix $\mathbf{M}_{2}$ and the corresponding solution of (5.90) obtained from $\mathbf{X}=\mathbf{M}_{21} \mathbf{M}_{22}^{-1}$.

### 5.5 Control with integral action

### 5.5.1 Adding an integrator in the state-space realization

We consider the state-space representation (5.98) where the state vector $\underline{x}$ is of dimension $n$ (that is the size of state matrix $\mathbf{A}$ ). In addition $\underline{y}(t)$ denotes the output vector and $\underline{u}(t)$ the input vector. We will assume that the feedforward gain matrix $\mathbf{D}$ is zero $(\mathbf{D}=\mathbf{0})$ :

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.98}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

In some circumstances it may be helpful to use integral action in the controller design. This can be achieved by adding to the state vector of the state-space realization (5.98) the integral of the tracking error $\underline{e}_{I}(t)$ which is defined as follows where $\mathbf{T}$ is a design matrix (usually $\mathbf{T}=\mathbb{I}$ ) and where $\underline{r}(t)$ is the reference input signal:

$$
\begin{equation*}
\underline{e}_{I}(t)=\int_{0}^{t} \mathbf{T}(\underline{r}(\tau)-\underline{y}(\tau)) d \tau \tag{5.99}
\end{equation*}
$$

As far as the feedforward gain matrix $\mathbf{D}$ is zero $(\mathbf{D}=\mathbf{0})$ we get:

$$
\begin{equation*}
\underline{\dot{e}}_{I}(t)=\mathbf{T}(\underline{r}(t)-\underline{y}(t))=\mathbf{T} \underline{r}(t)-\mathbf{T C} \underline{x}(t) \tag{5.100}
\end{equation*}
$$

This leads to the following augmented state-space realization:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{c}
\underline{\dot{x}}(t) \\
\underline{e}_{I}(t)
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{0} \\
-\mathbf{T C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\underline{x}(t) \\
\underline{e}_{I}(t)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B} \\
\mathbf{0}
\end{array}\right] \underline{u}(t)+\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{T}
\end{array}\right] \underline{r}(t)}  \tag{5.101}\\
\underline{y}(t)=\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\underline{e_{e}}(t) \\
\underline{e}_{I}(t)
\end{array}\right]
\end{array}\right.
$$

The regulation problem deals with the case where $\underline{r}(t)=\underline{0}$. In that situation the preceding augmented state-space realization has the same structure than the state-space realization (5.98). Thus the same techniques may be applied for the purpose of regulator design.

On the other hand the tracking problem deals with the case where $\underline{r}(t) \neq \underline{0}$. Let's denote $\underline{x}_{a}(t)$ the augmented state-space vector:

$$
\underline{x}_{a}(t)=\left[\begin{array}{c}
\underline{x}(t)  \tag{5.102}\\
\underline{e}_{I}(t)
\end{array}\right]
$$

Thus the augmented state-space realization (5.101) reads:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}_{a}(t)=\mathbf{A}_{a} \underline{x}_{a}(t)+\mathbf{B}_{a} \underline{u}(t)+\mathbf{E} \underline{r}(t)  \tag{5.103}\\
\underline{y}(t)=\mathbf{C}_{a} \underline{x}_{a}(t)
\end{array}\right.
$$

Let the control $\underline{u}(t)$ be chosen as follows (here pre-filter gain doesn't exists):

$$
\underline{u}(t)=-\mathbf{K}_{a} \underline{x}_{a}(t)=-\left[\begin{array}{ll}
\mathbf{K}_{p} & \mathbf{K}_{i}
\end{array}\right]\left[\begin{array}{c}
\underline{x}(t)  \tag{5.104}\\
\underline{e}_{I}(t)
\end{array}\right]=-\mathbf{K}_{p} \underline{x}(t)-\mathbf{K}_{i} \underline{e}_{I}(t)
$$

Obviously, term $\mathbf{K}_{p}$ represents the proportional gain of the controller whereas term $\mathbf{K}_{i}$ represents the integral gain of the controller.

The state space equation of closed-loop system is obtained by setting $\underline{u}(t)=$ $-\mathbf{K}_{a} \underline{x}_{a}(t)=-\mathbf{K}_{p} \underline{x}(t)-\mathbf{K}_{i} \underline{e}_{I}(t)$ in (5.101):

$$
\left\{\begin{align*}
\frac{d}{d t}\left[\begin{array}{l}
\underline{x}(t) \\
\underline{e}_{I}(t)
\end{array}\right] & =\left(\mathbf{A}_{a}-\mathbf{B}_{a} \mathbf{K}_{a}\right) \underline{x}_{a}(t)+\mathbf{E} \underline{r}(t)  \tag{5.105}\\
& =\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B} \mathbf{B}_{p} & -\mathbf{B K}_{i} \\
-\mathbf{T} \mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\underline{x}(t) \\
\underline{e}_{I}(t)
\end{array}\right]+\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{T}
\end{array}\right] \underline{r}(t) \\
\underline{y}^{\underline{x}}(t) & =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\underline{x}(t) \\
\underline{e}_{I}(t)
\end{array}\right] \\
\underline{e}_{I}(t) & =\mathbf{T} \int_{0}^{t}(\underline{r}(\tau)-\underline{y}(\tau)) d \tau
\end{align*}\right.
$$

The corresponding bloc diagram is shown in Figure 5.1 where $\Phi_{a}(s)=\left(s \mathbb{I}-\mathbf{A}_{a}\right)^{-1}$.

### 5.5.2 Proof of the cancellation of the steady state error through integral augmentation

In order to proof that integrator cancels the steady state error when $\underline{r}(t)$ is a step input, let us compute the final value of the error $\underline{e}(t)$ using the final value theorem where $s$ denotes the Laplace variable:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \underline{e}(t)=\lim _{s \rightarrow 0} s \underline{E}(s) \tag{5.106}
\end{equation*}
$$

When $\underline{r}(t)$ is a step input with amplitude one, we have:

$$
\begin{equation*}
\underline{r}(t)=1 \forall t \geq 0 \Rightarrow \underline{R}(s)=\frac{1}{s} \tag{5.107}
\end{equation*}
$$



Figure 5.1: Plant augmented with integrator

Using the feedback $\underline{u}=-\mathbf{K}_{a} \underline{x}_{a}$ the dynamics of the closed-loop system is:

$$
\begin{align*}
\dot{\underline{x}}_{a} & =\left(\mathbf{A}_{a}-\mathbf{B}_{a} \mathbf{K}_{a}\right) \underline{x}_{a}+\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{T}
\end{array}\right] \underline{r}(t) \\
\Rightarrow \underline{e}(t) & =\mathbf{T}(\underline{r}(t)-\underline{y}(t)) \\
& =\mathbf{T}\left(\underline{r}(t)-\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\underline{x} \\
\underline{x}_{i}
\end{array}\right]\right)  \tag{5.108}\\
& =\mathbf{T}\left(\underline{r}(t)-\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right] \underline{x}_{a}\right)
\end{align*}
$$

Using the Laplace transform, and denoting by $\mathbb{I}$ the identity matrix, we get:

$$
\left\{\begin{array}{c}
\underline{X}_{a}(s)=\left(s \mathbb{I}-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}\right)^{-1}\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{T}
\end{array}\right] \underline{R}(s)  \tag{5.109}\\
\underline{E}(s)=\mathbf{T}\left(\underline{R}(s)-\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right] \underline{X}_{a}(s)\right)
\end{array}\right.
$$

Inserting (5.107) in (5.109) we get:

$$
\underline{E}(s)=\mathbf{T}\left(\mathbb{I}-\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(s \mathbb{I}-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}\right)^{-1}\left[\begin{array}{l}
\mathbf{0}  \tag{5.110}\\
\mathbf{T}
\end{array}\right]\right) \frac{1}{s}
$$

Then the final value theorem (5.106) takes the following expression:

$$
\begin{align*}
\lim _{t \rightarrow \infty} \underline{e}(t) & =\lim _{s \rightarrow 0} s \underline{E}(s) \\
& =\lim _{s \rightarrow 0} \mathbf{T}\left(\mathbb{I}-\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(s \mathbb{I}-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}\right)^{-1}\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{T}
\end{array}\right]\right)  \tag{5.111}\\
& =\mathbf{T}\left(\mathbb{I}-\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}\right)^{-1}\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{T}
\end{array}\right]\right)
\end{align*}
$$

Let us focus on the inverse of the matrix $-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}$. First we write $\mathbf{K}_{a}$ as $\mathbf{K}_{a}=\left[\begin{array}{ll}\mathbf{K}_{p} & \mathbf{K}_{i}\end{array}\right]$, where $\mathbf{K}_{p}$ and $\mathbf{K}_{i}$ represents respectively the proportional and the integral gains. Then using (5.101) we get:

$$
-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}=\left[\begin{array}{cc}
-\mathbf{A} & \mathbf{0}  \tag{5.112}\\
\mathbf{T C} & \mathbf{0}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B} \\
\mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{K}_{p} & \mathbf{K}_{i}
\end{array}\right]=\left[\begin{array}{cc}
-\mathbf{A}+\mathbf{B K}_{p} & \mathbf{B K}_{i} \\
\mathbf{T C} & \mathbf{0}
\end{array}\right]
$$

Assuming that $\mathbf{X}$ is a square invertible matrix, it can be shown that the inverse of the matrix $\left[\begin{array}{ll}\mathbf{X} & \mathbf{Y} \\ \mathbf{Z} & \mathbf{0}\end{array}\right]$ is the following:

$$
\begin{align*}
{\left[\begin{array}{ll}
\mathbf{X} & \mathbf{Y} \\
\mathbf{Z} & \mathbf{0}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\mathbf{0} & \mathbf{Y}(\mathbf{Z} \mathbf{Y})^{-1} \\
\mathbf{Y}^{T}\left(\mathbf{Y} \mathbf{Y}^{T}\right)^{-1} & \mathbf{W}
\end{array}\right] } \\
\text { where } \mathbf{X Y}(\mathbf{Z Y})^{-1}+\mathbf{Y W}=\mathbf{0} \tag{5.113}
\end{align*}
$$

Thus:

$$
\begin{align*}
\left(-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}\right)^{-1} & =\left[\begin{array}{cc}
-\mathbf{A}+\mathbf{B K}_{p} & \mathbf{B K}_{i} \\
\mathbf{T C} & \mathbf{0}
\end{array}\right]^{-1} \\
& =\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{B K}_{i}\left(\mathbf{T C B K}_{i}\right)^{-1} \\
\left(\mathbf{B K}_{i}\right)^{T}\left(\mathbf{B K}_{i}\left(\mathbf{B K}_{i}\right)^{T}\right)^{-1} & \mathbf{W}
\end{array}\right] \tag{5.114}
\end{align*}
$$

And:

$$
\left.\begin{array}{rl}
\left(-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}\right)^{-1}\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{T}
\end{array}\right] & =\left[\begin{array}{ll}
\mathbf{0} & \mathbf{B K}_{i}\left(\mathbf{T C B K}_{i}\right)^{-1} \\
* & \mathbf{W}
\end{array}\right]\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{T}
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{B K}_{i}\left(\mathbf{T C B K}_{i}\right)^{-1} \mathbf{T} \\
\mathbf{W T}
\end{array}\right]  \tag{5.115}\\
\Rightarrow\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}\right)^{-1}\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{T}
\end{array}\right] & =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{B K}_{i}(\mathbf{T C B K} \\
i
\end{array}\right)^{-1} \mathbf{T} \\
& =\mathbf{W B K}_{i}\left(\mathbf{T C B K}_{i}\right)^{-1} \mathbf{T}
\end{array}\right]
$$

Consequently, using (5.115) in (5.111), the final value of the error $\underline{e}(t)$ becomes:

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \underline{e}(t)=\mathbf{T}\left(\mathbb{I}-\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(-\mathbf{A}_{a}+\mathbf{B}_{a} \mathbf{K}_{a}\right)^{-1}\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{T}
\end{array}\right]\right) \\
&=\mathbf{T}\left(\mathbb{I}-\mathbf{C B K}_{i}\left(\mathbf{T C B K}_{i}\right)^{-1} \mathbf{T}\right)  \tag{5.116}\\
&=\mathbf{T}-\mathbf{T C B K} \\
&\left(\mathbf{T C B K}_{i}\right)^{-1} \mathbf{T} \\
&=\mathbf{T}-\mathbf{T} \\
&=\mathbf{0}
\end{align*}
$$

As a consequence, the integrator allows to cancel the steady state error whatever the input step $\underline{r}(t)$.

### 5.6 Observer-based controller

### 5.6.1 Separation principle

We consider the following state-space representation of dimension $n$ (that is the size of state matrix $\mathbf{A}$ ) where $\underline{y}(t)$ denotes the output vector and $\underline{u}(t)$ the input vector:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.117}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$



Figure 5.2: Block diagram of the observer-based controller

When the full state $\underline{x}(t)$ cannot be measured then it is estimated thanks to an observer. This leads to an observer-based controller with inputs $\underline{y}(t)$ and $\underline{u}(t)$. The output of the observer-based controller will be denoted $\underline{u}_{o}(t)$. Its dynamics reads as follows:

$$
\left\{\begin{array}{l}
\dot{\hat{\hat{x}}}(t)=\mathbf{A} \hat{\hat{x}}(t)+\mathbf{B} \underline{u}(t)+\mathbf{L}(\underline{y}(t)-(\mathbf{C} \underline{\hat{x}}(t)+\mathbf{D} \underline{u}(t)))  \tag{5.118}\\
\underline{u}_{o}(t)=\mathbf{K} \underline{\hat{x}}(t)
\end{array}\right.
$$

Gain matrices $\mathbf{L}, \mathbf{K}$ and $\mathbf{H}$ are degrees of freedom which shall be set to achieve some performance criteria.

The block diagram corresponding to the observer-based controller is shown in Figure 5.2.

The estimation error $\underline{e}(t)$ is defined as follows:

$$
\begin{equation*}
\underline{e}(t)=\underline{x}(t)-\underline{\hat{x}}(t) \tag{5.119}
\end{equation*}
$$

The time derivative of the estimation error reads:

$$
\begin{align*}
\underline{\dot{e}}(t) & =\dot{\dot{x}}(t)-\dot{\hat{\hat{x}}}(t) \\
& =\mathbf{A} \underline{x}(t)-\mathbf{A} \underline{\hat{x}}(t)-\mathbf{L}(\underline{y}(t)-\mathbf{C} \underline{\hat{x}}(t)-\mathbf{D} \underline{u}(t)) \\
& =\mathbf{A} \underline{x}(t)-\mathbf{A} \underline{\hat{x}}(t)-\mathbf{L}(\overline{\mathbf{C}} \underline{x}(t)+\mathbf{D} \underline{u}(t)-\mathbf{C} \underline{\hat{x}}(t)-\mathbf{D} \underline{u}(t))  \tag{5.120}\\
& =\mathbf{A} \underline{e}(t)-\mathbf{L} \underline{\mathbf{C}}(t) \\
& =(\mathbf{A}-\mathbf{L} \mathbf{C}) \underline{e}(t)
\end{align*}
$$

Combining the dynamics of the state vector $\underline{x}(t)$ in (5.117) and dynamics of the estimation error $\underline{e}(t)$, and using the fact that $\underline{\hat{x}}(t)=\underline{x}(t)-\underline{e}(t)$, yields to
the following state-space representation for the closed-loop system:

$$
\left[\begin{array}{c}
\underline{\dot{x}}(t)  \tag{5.121}\\
\underline{\dot{e}}(t)
\end{array}\right]=\mathbf{A}_{c l}\left[\begin{array}{l}
\underline{x}(t) \\
\underline{e}(t)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B H} \\
\mathbf{0}
\end{array}\right] \underline{r}(t)
$$

where:

$$
\mathbf{A}_{c l}=\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B K} & \mathbf{B K}  \tag{5.122}\\
\mathbf{0} & \mathbf{A}-\mathbf{L} \mathbf{C}
\end{array}\right]
$$

Gain matrices $\mathbf{L}$ and $\mathbf{K}$ shall be chosen such that the eigenvalues of matrices $\mathbf{A}-\mathbf{B K}$ and $\mathbf{A}-\mathbf{L C}$ are situated in the left half complex plane so that the closed-loop system is asymptotically stable.

Furthermore it is worth noticing that matrix is block triangular. Consequently we can write:

$$
\begin{array}{r}
\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c l}\right)=\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A}+\mathbf{B K} & -\mathbf{B K} \\
\mathbf{0} & s \mathbb{I}-\mathbf{A}+\mathbf{L} \mathbf{C}
\end{array}\right]\right) \\
\quad=\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K}) \operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{L C}) \tag{5.123}
\end{array}
$$

In other words the eigenvalues of the closed-loop system are obtained by the union of the eigenvalues of matrix $\mathbf{A}-\mathbf{B K}$, that is the state matrix of the closed-loop system without the observer, and the eigenvalues of matrix $\mathbf{A}-\mathbf{L C}$, that is the state matrix of the closed-loop system without the controller. This result is known as the separation principle. As a consequence the observer and the controller can be designed separately: the eigenvalues obtained thanks to the controller gain $\mathbf{K}$ assuming full state feedback are independent of the eigenvalues obtained thanks to the observer gain $\mathbf{L}$ assuming no controller.

Gain matrices $\mathbf{L}$ and $\mathbf{K}$ shall be chosen such that the eigenvalues of matrices $\mathbf{A}-\mathbf{B K}$ and $\mathbf{A}-\mathbf{L C}$ are situated in the left half complex plane so that the closed-loop system is asymptotically stable.

Usually observer gain $\mathbf{L}$ is chosen such that the eigenvalues of matrix $\mathbf{A}-\mathbf{L C}$ are around 5 to 10 times faster than the eigenvalues of matrix $\mathbf{A}-\mathbf{B K}$, so that the state estimation moves towards the actual state as early as possible.

Furthermore the reference input $\underline{r}(t)$ has no influence on the dynamics of the estimation error $\underline{e}(t)$. Consequently the feedforward gain matrix $\mathbf{H}$ is still given by Equation (5.7).

### 5.6.2 Example

Design an output feedback controller for the following unstable plant:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right] \underline{x}(t)+\left[\begin{array}{l}
1 \\
2
\end{array}\right] u(t)  \tag{5.124}\\
y(t)=\left[\begin{array}{ll}
3 & 5
\end{array}\right] \underline{x}(t)
\end{array}\right.
$$

The poles of the controller shall be chosen to render the closed-loop stable and to satisfy some specifications. We choose (for example) to locate the poles of the controller at $\lambda_{K_{1}}=-1$ and $\lambda_{K_{2}}=-2$.

First we check that is system is observable and controllable.
We have seen in example 5.1 how to design a state feedback controller. By applying the separation principle the observer which estimates the state vector $\underline{\hat{x}}(t)$ which will feed the controller can be designed separately from the controller. We have obtained:

$$
\left\{\begin{array}{l}
\mathbf{K}=\left[\begin{array}{ll}
-6 & 6
\end{array}\right]  \tag{5.125}\\
\mathbf{H}=-0.125
\end{array}\right.
$$

As mentioned the eigenvalues of the observer are chosen around 5 to 10 times faster than the eigenvalues achieved thanks to the controller. As far as the closed-loop poles obtained thanks to the controller are located at $\lambda_{K_{1}}=-1$ and $\lambda_{K_{2}}=-2$ we choose (for example) to locate the poles of the observer at $\lambda_{L 1}=-10$ and $\lambda_{L 2}=-20$.

As described in the chapter dedicated to Observer design, we first design the observer assuming that we have the observable canonical form of the SISO system. The observable canonical form is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A})$ :

$$
\begin{align*}
& \operatorname{det}(s \mathbb{I}-\mathbf{A})=(s-1)(s-2)=s^{2}-3 s+2:=s^{2}+a_{1} s+a_{0} \\
& \Rightarrow \mathbf{A}_{o}=\left[\begin{array}{cc}
0 & -2 \\
1 & 3
\end{array}\right] \text { and } \mathbf{C}_{o}=\left[\begin{array}{ll}
0 & 1
\end{array}\right] \tag{5.126}
\end{align*}
$$

On the other hand the characteristic polynomial of the observer is formed thanks to the predefined eigenvalues assigned for the dynamics of the observer:

$$
\begin{align*}
\chi_{A-L C}(s) & =\left(s-\lambda_{L 1}\right)\left(s-\lambda_{L 2}\right)=(s+10)(s+20) \\
& =s^{2}+30 s+200:=s^{2}+p_{1} s+p_{0} \tag{5.127}
\end{align*}
$$

Applying relation (4.39) we get:

$$
\mathbf{L}_{o}=\left[\begin{array}{l}
L_{1}  \tag{5.128}\\
L_{2}
\end{array}\right]=\left[\begin{array}{l}
p_{0}-a_{0} \\
p_{1}-a_{1}
\end{array}\right]=\left[\begin{array}{c}
200-2 \\
30+3
\end{array}\right]=\left[\begin{array}{c}
198 \\
33
\end{array}\right]
$$

Now let's compute the similarity transformation matrix $\mathbf{P}_{o}$ which enables to get the observable canonical form.

$$
\begin{equation*}
\mathbf{P}_{o}=\mathbf{Q}_{o}^{-1} \mathbf{Q}_{o o} \tag{5.129}
\end{equation*}
$$

Where:
$-\mathbf{Q}_{o}$ is the observability matrix in the actual basis:

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{5.130}\\
\mathbf{C A}
\end{array}\right]=\left[\begin{array}{cc}
3 & 5 \\
\hline\left[\begin{array}{ll}
3 & 5
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right]
\end{array}\right]=\left[\begin{array}{cc}
3 & 5 \\
3 & 10
\end{array}\right]
$$

- and $\mathbf{Q}_{o o}$ the observability matrix expressed in the observable canonical basis (which is readily obtained through $\operatorname{det}(s \mathbb{I}-\mathbf{A}))$ :

$$
\mathbf{Q}_{o o}=\left[\begin{array}{c}
\mathbf{C}_{o}  \tag{5.131}\\
\mathbf{C}_{o} \mathbf{A}_{o}
\end{array}\right]=\left[\begin{array}{c}
0 \\
{\left[\begin{array}{ll}
0 & 1
\end{array}\right]\left[\begin{array}{cc}
0 & -2 \\
1 & 3
\end{array}\right]}
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 3
\end{array}\right]
$$

Thus:

$$
\begin{align*}
\mathbf{P}_{o} & =\mathbf{Q}_{o}^{-1} \mathbf{Q}_{o o}=\left[\begin{array}{cc}
3 & 5 \\
3 & 10
\end{array}\right]^{-1}\left[\begin{array}{ll}
0 & 1 \\
1 & 3
\end{array}\right] \\
& =\frac{1}{15}\left[\begin{array}{cc}
10 & -5 \\
-3 & 3
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 3
\end{array}\right]  \tag{5.132}\\
& =\frac{1}{15}\left[\begin{array}{cc}
-5 & -5 \\
3 & 6
\end{array}\right]
\end{align*}
$$

We finally get:

$$
\mathbf{L}=\mathbf{P}_{o} \mathbf{L}_{o}=\frac{1}{15}\left[\begin{array}{cc}
-5 & -5  \tag{5.133}\\
3 & 6
\end{array}\right]\left[\begin{array}{c}
198 \\
33
\end{array}\right]=\left[\begin{array}{c}
-77 \\
52.8
\end{array}\right]
$$

### 5.6.3 Feedback controller

It is possible to avoid the need to feed the observer (5.118) with control $\underline{u}(t)$. In the alternative design presented hereafter, the output-based controller is feed by the output $\underline{y}(t)$ of the plant to be controlled. The counterpart of this design is that the estimation $\underline{\hat{x}}(t)$ of the state vector of the plant is now not provided by the output-based controller. The output of the output-based controller will be denoted $\underline{u}_{o}(t)$. Its dynamics reads as follows:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}_{c}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}_{c}(t)+\mathbf{L}\left(\underline{y}(t)-(\mathbf{C}-\mathbf{D K}) \underline{x}_{c}(t)\right)  \tag{5.134}\\
\underline{u}_{o}(t)=\mathbf{K} \underline{x}_{c}(t)
\end{array}\right.
$$

The block diagram corresponding to the observer-based controller is shown in Figure 5.3.

By combining the dynamics of the plant (5.117) and the dynamics of the output-based controller (5.134), we get the dynamics of the closed-loop system, which reads as follows:

$$
\left\{\begin{array}{l}
\underline{u}(t)=\mathbf{H} \underline{r}(t)-\underline{u}_{o}(t)  \tag{5.135}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array} \Rightarrow\left[\begin{array}{c}
\underline{\dot{x}}(t) \\
\underline{\dot{x}}_{c}(t)
\end{array}\right]=\mathbf{A}_{c l}\left[\begin{array}{c}
\underline{x}(t) \\
\underline{x}_{c}(t)
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B H} \\
\mathbf{L D}
\end{array}\right] \underline{r}(t)\right.
$$

where the closed-loop state matrix $\mathbf{A}_{c l}$ reads:

$$
\mathbf{A}_{c l}=\left[\begin{array}{cc}
\mathbf{A} & -\mathbf{B K}  \tag{5.136}\\
\mathbf{L C} & \mathbf{A}-\mathbf{B K}-\mathbf{L C}
\end{array}\right]
$$

The closed-loop eigenvalues are the roots of the characteristic polynomial $\chi_{A_{c l}}(s)$ defined as follows:

$$
\chi_{A_{c l}}(s)=\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c l}\right)=\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & \mathbf{B K}  \tag{5.137}\\
-\mathbf{L} \mathbf{C} & s \mathbb{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L} \mathbf{C}
\end{array}\right]\right)
$$

Now we will use the fact that adding one column / row to another column / row does not change the value of the determinant. Thus subtracting the second row to the first row of $\left[\begin{array}{cc}s \mathbb{I}-\mathbf{A} & \mathbf{B K} \\ -\mathbf{L C} & s \mathbb{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L C}\end{array}\right]$ leads to the following expression of $\chi_{A_{c l}}(s)$ :

$$
\chi_{A_{c l}}(s)=\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A}+\mathbf{L} \mathbf{C} & -s \mathbb{I}+\mathbf{A}-\mathbf{L} \mathbf{C}  \tag{5.138}\\
-\mathbf{L C} & s \mathbb{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L C}
\end{array}\right]\right)
$$



Figure 5.3: Block diagram of the output-based controller

Now adding the first column to the second column of $\left[\begin{array}{cc}s \mathbb{I}-\mathbf{A}+\mathbf{L C} & -s \mathbb{I}+\mathbf{A}-\mathbf{L} \mathbf{C} \\ -\mathbf{L C} & s \mathbb{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L C}\end{array}\right]$ leads to the following expression of $\chi_{A_{c l}}(s)$ :

$$
\chi_{A_{c l}}(s)=\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A}+\mathbf{L C} & \mathbf{0}  \tag{5.139}\\
-\mathbf{L} \mathbf{C} & s \mathbb{I}-\mathbf{A}+\mathbf{B K}
\end{array}\right]\right)
$$

Furthermore it is worth noticing that matrix is block triangular. Consequently we can write:

$$
\begin{array}{r}
\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c l}\right)=\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A}+\mathbf{B K} & -\mathbf{B K} \\
\mathbf{0} & s \mathbb{I}-\mathbf{A}+\mathbf{L C}
\end{array}\right]\right) \\
\quad=\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K}) \operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{L C}) \tag{5.140}
\end{array}
$$

In other words the eigenvalues of the closed-loop system are obtained by the union of the eigenvalues of matrix $\mathbf{A}-\mathbf{B K}$, that is the state matrix of the closed-loop system assuming $\mathbf{L}=\mathbf{0}$, and the eigenvalues of matrix $\mathbf{A}-\mathbf{L C}$, that is the state matrix of the closed-loop system assuming $\mathbf{K}=\mathbf{0}$. This result is known (again) as the separation principle. As a consequence, gains $\mathbf{K}$ and $\mathbf{L}$ can be designed separately: the eigenvalues obtained thanks to the gain $\mathbf{K}$ assuming $\mathbf{L}=\mathbf{0}$ are independent of the eigenvalues obtained thanks to the gain $\mathbf{L}$ assuming assuming $\mathbf{K}=\mathbf{0}$.

Furthermore the reference input $\underline{r}(t)$ has no influence on the dynamics of the closed-loop. Consequently matrix $\mathbf{H}$ is still given by Equation (5.7).

Consequently, the block diagram in Figure 5.3 is equivalent to the block diagram in Figure 5.4 where the controller $C(s)$ is put in the feedback loop.


Figure 5.4: Feedback loop with $C(s)$


Figure 5.5: Unity feedback loop

Assuming that $\mathbf{D}=\mathbf{0}$, the transfer function of the output-based controller can be obtained by taking the Laplace transform (assuming no initial conditions) of its state space representation:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{c}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}_{c}(t)+\mathbf{L}\left(\underline{y}(t)-\mathbf{C} \underline{x}_{c}(t)\right)  \tag{5.141}\\
\underline{u}_{o}(t)=\mathbf{K} \underline{x}_{c}(t)
\end{array}\right.
$$

We get:

$$
\begin{equation*}
\underline{U}_{o}(s)=\mathbf{C}(s) \underline{Y}(s) \tag{5.142}
\end{equation*}
$$

Where:

$$
\begin{equation*}
\mathbf{C}(s)=\mathbf{K}(s \mathbb{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L} \mathbf{C})^{-1} \mathbf{L} \tag{5.143}
\end{equation*}
$$

### 5.6.4 Unity feedback loop

We consider now the unity feedback loop shown in Figure 5.5. The realization of the plant transfer function $F(s)$ is assumed to be the following:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.144}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

On the other hand, the realization of the controller transfer function $C(s)$ is assumed to be the following, where gain matrices $\mathbf{K}$ and $\mathbf{L}$ are the design parameters of the controller :

$$
\left\{\begin{array}{l}
\dot{x}_{c}(t)=(\mathbf{A}-\mathbf{B K}-\mathbf{L} \mathbf{C}) \underline{x}_{c}(t)+\mathbf{L} \underline{e}(t)  \tag{5.145}\\
\underline{u}(t)=\mathbf{K} \underline{x}_{c}(t)
\end{array}\right.
$$

To get the transfer function of the controller we take the Laplace transform (assuming no initial conditions) of its state space representation (5.145). We
get:

$$
\begin{equation*}
\underline{U}(s)=\mathbf{C}(s) \underline{e}(s) \tag{5.146}
\end{equation*}
$$

Where:

$$
\begin{equation*}
\mathbf{C}(s)=\mathbf{K}(s \mathbb{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L} \mathbf{C})^{-1} \mathbf{L} \tag{5.147}
\end{equation*}
$$

In order to get the closed-loop realization, we get the following relations from Figure 5.5:

$$
\left\{\begin{array}{l}
\underline{e}(t)=\underline{r}(t)-\underline{y}(t)=\underline{r}(t)-\mathbf{C} \underline{x}(t)  \tag{5.148}\\
\underline{u}(t)=\mathbf{K} \underline{x}_{c}(t)
\end{array}\right.
$$

Thus the state space realization of the unity feedback loop reads:

$$
\left\{\begin{array}{l}
\underline{x}^{x}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B K} \underline{x}_{c}(t)  \tag{5.149}\\
\underline{\dot{x}}_{c}(t)=(\mathbf{A}-\mathbf{B K}-\mathbf{L C}) \underline{x}_{c}(t)+\mathbf{L}(\underline{r}(t)-\mathbf{C} \underline{x}(t)) \\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

That is:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{c}
\dot{x}_{\dot{x}}(t) \\
\underline{x}_{c}(t)
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{B K} \\
-\mathbf{L} \mathbf{C} & \mathbf{A}-\mathbf{B K}-\mathbf{L C}
\end{array}\right]\left[\begin{array}{l}
\underline{x}(t) \\
\underline{x}_{c}(t)
\end{array}\right]+\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{L}
\end{array}\right] \underline{r}(t)}  \tag{5.150}\\
\underline{y}(t)=\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\underline{x}(t) \\
\underline{x}_{c}(t)
\end{array}\right]
\end{array}\right.
$$

It is worth noticing that the following relations hold:

$$
\begin{align*}
& \mathbf{P}_{1}^{-1}\left[\begin{array}{ccc}
\mathbf{A} & \mathbf{B K} \\
-\mathbf{L C} & \mathbf{A}-\mathbf{B K}-\mathbf{L C}
\end{array}\right] \mathbf{P}_{1}=\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B K} & \mathbf{B K} \\
\mathbf{0} & \mathbf{A}-\mathbf{L C}
\end{array}\right] \\
& \text { where }\left\{\begin{array}{l}
\mathbf{P}_{1}^{-1}=\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
\mathbb{I} & \mathbb{I}
\end{array}\right] \\
\mathbf{P}_{1}=\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbb{I} & \mathbb{I}
\end{array}\right]
\end{array}\right. \tag{5.151}
\end{align*}
$$

Let $\underline{\xi}_{1}$ be another state vector defined as follows:

$$
\left[\begin{array}{c}
\underline{x}(t)  \tag{5.152}\\
\underline{x}_{c}(t)
\end{array}\right]=\mathbf{P}_{1} \underline{\xi}_{1} \Leftrightarrow \underline{\xi}_{1}=\mathbf{P}_{1}^{-1}\left[\begin{array}{c}
\underline{x}(t) \\
\underline{x}_{c}(t)
\end{array}\right]
$$

Then state space representation (5.150) becomes:

$$
\left\{\begin{align*}
\dot{\underline{\xi}}_{1}(t) & =\mathbf{P}_{1}^{-1}\left[\begin{array}{cc}
\mathbf{A} & \mathbf{B K} \\
-\mathbf{L C} & \mathbf{A}-\mathbf{B K}-\mathbf{L C}
\end{array}\right] \mathbf{P}_{1} \underline{\xi}_{1}(t)+\mathbf{P}_{1}^{-1}\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{L}
\end{array}\right] \underline{r}(t)  \tag{5.153}\\
& =\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B K} & \mathbf{B K} \\
\mathbf{0} & \mathbf{A}-\mathbf{L C}
\end{array}\right] \underline{\xi}_{1}(t)+\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{L}
\end{array}\right] \underline{r}(t) \\
\underline{y}(t) & =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right] \mathbf{P}_{1} \underline{\xi}_{1}(t)=\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right] \underline{\xi}_{1}(t)
\end{align*}\right.
$$

Using the fact that the state space matrix is now block triangular, the characteristic polynomial $\chi_{A_{c l}}(s)$ of the unity feedback loop reads as follows:

$$
\begin{align*}
\chi_{A_{c l}}(s) & =\operatorname{det}\left(s \mathbb{I}-\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B K} & \mathbf{B K} \\
\mathbf{0} & \mathbf{A}-\mathbf{L} \mathbf{C}
\end{array}\right]\right) \\
& =\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A}+\mathbf{B K} & -\mathbf{B K} \\
\mathbf{0} & s \mathbb{I}-\mathbf{A}+\mathbf{L C}
\end{array}\right]\right)  \tag{5.154}\\
& =\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{L C}) \operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})
\end{align*}
$$

In other words the eigenvalues of the closed-loop system are obtained by the union of the eigenvalues of matrix $\mathbf{A}-\mathbf{B K}$, that is the state matrix of the closed-loop system assuming $\mathbf{L}=\mathbf{0}$, and the eigenvalues of matrix $\mathbf{A}-\mathbf{L C}$, that is the state matrix of the closed-loop system assuming $\mathbf{K}=\mathbf{0}$. This result is known (again) as the separation principle. As a consequence, gains $\mathbf{K}$ and $\mathbf{L}$ can be designed separately: the eigenvalues obtained thanks to the gain $\mathbf{K}$ assuming $\mathbf{L}=\mathbf{0}$ are independent of the eigenvalues obtained thanks to the gain $\mathbf{L}$ assuming assuming $\mathbf{K}=\mathbf{0}$.

As far as the closed-loop transfer function $\mathbf{G}(s)$ is concerned, we get from (5.153):

$$
\begin{align*}
\mathbf{G}(s) & =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(s \mathbb{I}-\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B K} & \mathbf{B K} \\
\mathbf{0} & \mathbf{A}-\mathbf{L} \mathbf{C}
\end{array}\right]\right)^{-1}\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{L}
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A}+\mathbf{B K} & -\mathbf{B K} \\
\mathbf{0} & s \mathbb{I}-\mathbf{A}+\mathbf{L C}
\end{array}\right]^{-1}\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{L}
\end{array}\right]  \tag{5.155}\\
& =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} & \mathbf{X}(s) \\
\mathbf{0} & (s \mathbb{I}-\mathbf{A}+\mathbf{L C})^{-1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{L}
\end{array}\right]
\end{align*}
$$

where:

$$
\begin{equation*}
\mathbf{X}(s)=(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B K}(s \mathbb{I}-\mathbf{A}+\mathbf{L C})^{-1} \tag{5.156}
\end{equation*}
$$

We finally get:

$$
\begin{align*}
\mathbf{G}(s) & =\mathbf{C X}(s) \mathbf{L} \\
& =\left(\mathbf{C}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}\right)\left(\mathbf{K}(s \mathbb{I}-\mathbf{A}+\mathbf{L} \mathbf{C})^{-1} \mathbf{L}\right) \tag{5.157}
\end{align*}
$$

The preceding relation indicates that the closed-loop transfer function $\mathbf{G}(s)$ can be seen as the series interconnection between transfer functions $\mathbf{G}_{1}(s)$ and $\mathbf{G}_{2}(s):$

$$
\mathbf{G}(s)=\mathbf{G}_{1}(s) \mathbf{G}_{2}(s) \text { where }\left\{\begin{array}{l}
\mathbf{G}_{1}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}  \tag{5.158}\\
\mathbf{G}_{2}(s)=\mathbf{K}(s \mathbb{I}-\mathbf{A}+\mathbf{L} \mathbf{C})^{-1} \mathbf{L}
\end{array}\right.
$$

Similar results can be obtained through the following alternative relation:

$$
\begin{align*}
\mathbf{P}_{2}^{-1}\left[\begin{array}{cc}
\mathbf{A} & \mathbf{B K} \\
-\mathbf{L C} & \mathbf{A}-\mathbf{B K}-\mathbf{L C}
\end{array}\right] \mathbf{P}_{2}=\left[\begin{array}{cc}
\mathbf{A}-\mathbf{L C} & \mathbf{0} \\
-\mathbf{L C} & \mathbf{A}-\mathbf{B K}
\end{array}\right] \\
\text { where }\left\{\begin{array}{l}
\mathbf{P}_{2}^{-1}=\left[\begin{array}{cc}
\mathbb{I} & \mathbb{I} \\
\mathbf{0} & \mathbb{I}
\end{array}\right] \\
\mathbf{P}_{2}=\left[\begin{array}{cc}
\mathbb{I} & -\mathbb{I} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
\end{array}\right. \tag{5.159}
\end{align*}
$$

### 5.7 Static output feedback controller

### 5.7.1 Partial eigenvalues assignment

We consider in this section the following linear dynamical system where $\underline{u}(t) \in \mathbb{R}^{m}, \underline{x}(t) \in \mathbb{R}^{n}$ and $\underline{y}(t) \in \mathbb{R}^{p}$. Furthermore we assume that $(\mathbf{A}, \mathbf{B})$ is controllable and that ( $\mathbf{A}, \mathbf{C}$ ) is observable:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.160}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

Let's consider a static output feedback where the control $\underline{u}(t)$ is proportional to output $\underline{y}(t)$ through gain $\mathbf{K}$ as well as reference input $\underline{r}(t)$ :

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K} \underline{y}(t)+\mathbf{H} \underline{r}(t) \tag{5.161}
\end{equation*}
$$

Let $\boldsymbol{\Lambda}$ be the following diagonal matrix:

$$
\boldsymbol{\Lambda}=\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{p} & \mathbf{0}  \tag{5.162}\\
\mathbf{0} & \boldsymbol{\Lambda}_{n-p}
\end{array}\right] \text { where }\left\{\begin{array}{l}
\boldsymbol{\Lambda}_{p}=\operatorname{diag}\left(\lambda_{K_{1}}, \cdots, \lambda_{K_{p}}\right) \\
\boldsymbol{\Lambda}_{n-p}=\operatorname{diag}\left(\lambda_{K_{p+1}}, \cdots, \lambda_{K_{n}}\right)
\end{array}\right.
$$

It is assumed that $\boldsymbol{\Lambda}_{p}$ and $\boldsymbol{\Lambda}_{n-p}$ are self-conjugate sets and that $\boldsymbol{\Lambda}$ contains distinct eigenvalues. The problem considered is to find a real matrix $\mathbf{K}$ such that the eigenvalues of $\mathbf{A}-\mathbf{B K C}$ are those of the set $\boldsymbol{\Lambda}$.

Brasch \& Pearson ${ }^{11}$ have shown that the transfer function of the closed-loop plant can be written as follows:

$$
\begin{align*}
\mathbf{G}(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A}+\mathbf{B K C})^{-1} \mathbf{B H} \\
& =\left(\mathbb{I}+\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B K}\right)^{-1} \mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B H}  \tag{5.163}\\
& =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\left(\mathbb{I}+\mathbf{K C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\right)^{-1} \mathbf{H}
\end{align*}
$$

Then, given any set $\boldsymbol{\Lambda}_{p}$ there exists a static output feedback gain $\mathbf{K}$ such that the eigenvalues of $\mathbf{A}-\mathbf{B K C}$ are precisely the elements of the set $\boldsymbol{\Lambda}_{p}$. Furthermore, in view of (5.163), the same methodology than in section 5.12.2 can be applied to compute $\mathbf{K}$.

Let $\mathbf{N}_{o l}(s):=\operatorname{adj}(s \mathbb{I}-\mathbf{A}) \mathbf{B} \in \mathbb{R}^{n \times m}$, where $\operatorname{adj}(s \mathbb{I}-\mathbf{A})$ stands for the adjugate matrix of $s \mathbb{I}-\mathbf{A}$, and $D(s):=\operatorname{det}(s \mathbb{I}-\mathbf{A})$ is the determinant of $s \mathbb{I}-\mathbf{A}$, that is the characteristic polynomial of the open-loop plant :

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}=\frac{\operatorname{adj}(s \mathbb{I}-\mathbf{A}) \mathbf{B}}{\operatorname{det}(s \mathbb{I}-\mathbf{A})}:=\frac{\mathbf{N}_{o l}(s)}{D(s)} \tag{5.164}
\end{equation*}
$$

Consequently, we get from (5.163) the expression of the characteristic polynomial of the closed-loop transfer function $\mathbf{G}(s)$ :

$$
\begin{equation*}
\operatorname{det}\left(s \mathbb{I}_{n}-\mathbf{A}+\mathbf{B K C}\right)=\operatorname{det}\left(D(s) \mathbb{I}_{m}+\mathbf{K C N}_{o l}(s)\right) \tag{5.165}
\end{equation*}
$$

As soon as $\lambda_{K_{i}}$ is a desired closed-loop eigenvalue then the following relation holds:

$$
\begin{equation*}
\left.\operatorname{det}\left(D(s) \mathbb{I}_{m}+\mathbf{K C N}_{o l}(s)\right)\right|_{s=\lambda_{K_{i}}}=0 \tag{5.166}
\end{equation*}
$$

Consequently it is desired that matrix $D(s) \mathbb{I}+\left.\mathbf{K C N}_{o l}(s)\right|_{s=\lambda_{K_{i}}}$ is singular. Following Shieh \& al. ${ }^{7}$, let $\underline{\omega}_{i} \neq \underline{0}$ be a vector of size $m \times 1$, where $m$ is the number of columns of $\mathbf{B}$ (that is the size of the input vector $\underline{u}(t)$ of the plant), belonging to the kernel of matrix $D(s) \mathbb{I}+\left.\mathbf{K C N}_{o l}(s)\right|_{s=\lambda_{K_{i}}}$. Thus changing $s$ by $\lambda_{K_{i}}$ we can write:

$$
\begin{equation*}
\left(D\left(\lambda_{K_{i}}\right) \mathbb{I}_{m}+\mathbf{K C N}_{o l}\left(\lambda_{K_{i}}\right)\right) \underline{\omega}_{i}=\underline{0} \tag{5.167}
\end{equation*}
$$

Actually, vector $\underline{\omega}_{i} \neq \underline{0} \in \mathbb{C}^{m}$ is used as a design parameter.
In order to get gain $\mathbf{K}$ the preceding relation is rewritten as follows:

$$
\begin{equation*}
\mathbf{K C N}_{o l}\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}=-D\left(\lambda_{K_{i}}\right) \underline{\omega}_{i} \tag{5.168}
\end{equation*}
$$

This relation does not lead to the value of gain $\mathbf{K}$ as soon as $\mathbf{N}_{o l}\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}$ is a vector which is not invertible. Nevertheless assuming that $n$ denotes the order of state matrix $\mathbf{A}$ we can apply this relation for the $p$ closed-loop eigenvalues given by $\boldsymbol{\Lambda}_{p}$. We get:

$$
\mathbf{K C}\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{p}}
\end{array}\right]=-\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{p} \tag{5.169}
\end{array}\right]
$$

Where vectors $\underline{v}_{K_{i}}$ and $\underline{p}_{i}$ are given by:

$$
\left\{\begin{array}{l}
\underline{v}_{K_{i}}=\mathbf{N}_{o l}\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}  \tag{5.170}\\
\underline{p}_{i}=D\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}
\end{array} \quad \forall i=1, \cdots, p\right.
$$

We finally retrieve expression (5.74) of the static state feedback gain matrix $\mathbf{K}$ to get the $p$ closed-loop eigenvalues given by $\boldsymbol{\Lambda}_{p}$ :

$$
\begin{equation*}
\mathbf{K}=-\mathbf{P}(\mathbf{C V})^{-1} \tag{5.171}
\end{equation*}
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{P}=\left[\begin{array}{lll}
D\left(\lambda_{K_{1}}\right) \underline{\omega}_{1} & \cdots & D\left(\lambda_{K_{p}}\right) \underline{\omega}_{p}
\end{array}\right]:=\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{p}
\end{array}\right]  \tag{5.172}\\
\mathbf{V}=\left[\begin{array}{lll}
\mathbf{N}_{o l}\left(\lambda_{K_{1}}\right) \underline{\omega}_{1} & \cdots & \mathbf{N}_{o l}\left(\lambda_{K_{p}}\right) \underline{\omega}_{p}
\end{array}\right]:=\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{p}}
\end{array}\right]
\end{array}\right.
$$

As shown by Duan ${ }^{8}$, by duality (5.171) can be changed as follows:

$$
\begin{equation*}
\mathbf{K}=-\mathbf{P}\left(\mathbf{B}^{T} \mathbf{V}\right)^{-1} \tag{5.173}
\end{equation*}
$$

Then relation (5.172) still holds when vectors $\underline{v}_{K_{i}}$ and $\underline{p}_{i}$ are defined as follows where vector $\underline{\nu}_{i} \neq \underline{0} \in \mathbb{C}^{p}$ is used as a design parameter:

$$
\left\{\begin{array}{l}
\underline{v}_{K_{i}}=\mathbf{N}_{o l}^{d}\left(\lambda_{K_{K}}\right) \underline{\nu}_{i}  \tag{5.174}\\
\underline{p}_{i}=D^{d}\left(\lambda_{K_{i}}\right) \underline{\nu}_{i}
\end{array} \quad \forall i=1, \cdots, m\right.
$$

[^30]where $\mathbf{N}_{o l}^{d}(s):=\operatorname{adj}\left(s \mathbb{I}-\mathbf{A}^{T}\right) \mathbf{C}^{T} \in \mathbb{R}^{n \times p}$, where $\operatorname{adj}\left(s \mathbb{I}-\mathbf{A}^{T}\right)$ stands for the adjugate matrix of $s \mathbb{I}-\mathbf{A}^{T}$, and $D^{d}(s):=\operatorname{det}\left(s \mathbb{I}-\mathbf{A}^{T}\right)$ is the determinant of $s \mathbb{I}-\mathbf{A}^{T}$, that is the characteristic polynomial of the dual plant:
\[

$$
\begin{equation*}
\left(s \mathbb{I}-\mathbf{A}^{T}\right)^{-1} \mathbf{C}^{T}=\frac{\operatorname{adj}\left(s \mathbb{I}-\mathbf{A}^{T}\right) \mathbf{C}^{T}}{\operatorname{det}\left(s \mathbb{I}-\mathbf{A}^{T}\right)}:=\frac{\mathbf{N}_{o l}^{d}(s)}{D^{d}(s)} \tag{5.175}
\end{equation*}
$$

\]

Furthermore, and assuming that $\operatorname{rank}(\mathbf{B})=m$ and $\operatorname{rank}(\mathbf{C})=p$, the remaining $n-p$ eigenvalues of the closed-loop matrix $\mathbf{A}-\mathbf{B K C}$ can be achieved by selecting parameter vectors $\underline{\omega}_{i} \neq \underline{0}$ and $\underline{\nu}_{j} \neq \underline{0}$ such that the following constraints hold:

$$
\underline{\nu}_{j}^{T} \mathbf{N}_{j i} \underline{\omega}_{i}=0 \text { where }\left\{\begin{array}{l}
\underline{\omega}_{i} \neq \underline{0} \in \mathbb{C}^{m \times 1}, i=1, \cdots, p  \tag{5.176}\\
\underline{\nu}_{j} \neq \underline{0} \in \mathbb{C}^{p \times 1}, j=p+1, \cdots, n
\end{array}\right.
$$

where $p \times m$ matrix $\mathbf{N}_{j i}$ is defined as follows:

$$
\begin{equation*}
\mathbf{N}_{j i}=\left(\mathbf{N}_{o l}^{d}\left(\lambda_{K_{j}}\right)\right)^{T} \mathbf{N}_{o l}\left(\lambda_{K_{i}}\right) \tag{5.177}
\end{equation*}
$$

Matrices $\mathbf{N}_{o l}^{d}\left(\lambda_{K_{i}}\right)$ and $\mathbf{N}_{o l}\left(\lambda_{K_{j}}\right)$ are defined in (5.164) and (5.175).
The last component of each parameter vectors as follows is set as follows:

- If the eigenvalue $\lambda_{K_{i}}$ is real, the last component of parameter vectors $\underline{\omega}_{i}$ and $\underline{\nu}_{i}$ is set to 1 ;
- If the eigenvalue $\lambda_{K_{i}}$ and $\lambda_{K_{j}}$ are complex conjugate, the last component of parameter vectors $\underline{\omega}_{i}$ and $\underline{\nu}_{i}$ is set to $1+j$ whereas the last component of parameter vectors $\underline{\omega}_{j}$ and $\underline{\nu}_{j}$ is set to $1-j$;
- More generally, Duan ${ }^{8}$ has shown that to fulfill (5.176) parameter vectors $\underline{\omega}_{i}$ and $\underline{\nu}_{i}$ are real as soon as $\lambda_{K_{i}}$ is real. But if $\lambda_{K_{i}}$ and $\lambda_{K_{j}}$ are complex conjugate, that is $\lambda_{K_{i}}=\bar{\lambda}_{K_{j}}$, then $\underline{\omega}_{i}=\underline{\bar{\omega}}_{j}$ and $\underline{\nu}_{i}=\underline{\bar{\nu}}_{j}$.

Alexandridis \& al. ${ }^{9}$ have shown that given a set $\boldsymbol{\Lambda}$ of $n$ eigenvalues $\lambda_{K_{i}}$ for the closed-loop system, we have to determine $p$ parameter vectors $\underline{\omega}_{i}$ such that there exits $n-p$ parameter vectors $\underline{\nu}_{i}$ which solve the set of bilinear algebraic equations (5.176).

From (5.176) there is $p \times(n-p)$ equality constraints which shall be fulfilled. On the other hand, $p$ parameter vectors $\underline{\omega}_{i}$ with $m-1$ free parameters (the last component is set) and $n-p$ parameter vectors $\underline{\nu}_{j}$ with $p-1$ free parameters (the last component is set) have to be found. A necessary condition for constraints (5.176) to be solvable is that the number of equations must be equal or less than the sum of the free parameters:

$$
\begin{equation*}
p \times(n-p) \leq p \times(m-1)+(n-p) \times(p-1) \Leftrightarrow m \times p \geq n \tag{5.178}
\end{equation*}
$$

[^31]Thus a necessary condition for this set to be solvable is that $m \times p \geq n$. However the condition $m \times p \geq n$ does not assure that a solution exists (it is not a sufficient condition).

Furthermore, in the particular case where $m+p \geq n+1$, parameter vectors $\underline{\nu}_{j}, j=p+1, \cdots, n$ can be arbitrarily set. In that case the set of equations (5.176) reduce to a linear system of algebraic equations with $\underline{\omega}_{i}, i=1, \cdots, p$ as unknown parameters.

As mentioned by Duan ${ }^{8}$, an efficient manner to solve constraints (5.176) is to use a Singular Value Decomposition (SVD) of matrices $\mathbf{N}_{j i}$ which reads as follows:

$$
\left\{\begin{align*}
\mathbf{N}_{j i} & =\mathbf{U}_{j} \boldsymbol{\Sigma}_{j i} \mathbf{V}_{i}^{H}  \tag{5.179}\\
\boldsymbol{\Sigma}_{j i} & =\left[\begin{array}{cc}
\boldsymbol{\Lambda}_{q} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \\
\boldsymbol{\Lambda}_{q} & =\left[\begin{array}{cccc}
\sigma_{1} & 0 & \ldots & 0 \\
0 & \sigma_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \ldots \\
0 & 0 & 0 & \sigma_{q}
\end{array}\right]
\end{align*}\right.
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{U}_{j} \text { and } \mathbf{V}_{i} \text { are unitary matrices }  \tag{5.180}\\
\sigma_{i} \in \mathbb{R}^{+} \forall i=1,2, \cdots, q \\
\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{q}>0 \\
q=\min (m, p) \text { assuming that } \mathbf{N}_{j i} \text { has no eigenvalue equal to } 0
\end{array}\right.
$$

In all cases, and assuming that $\underline{\omega}_{i}$ and possibly $\underline{\nu}_{j}$ have be chosen such that $\operatorname{det}(\mathbf{C V}) \neq 0$, static output feedback $\mathbf{K}$ is computed thanks to (5.171).

### 5.7.2 Changing PID controller into static output feedback

We present hereafter some results provided by Zheng \& al. ${ }^{10}$ which transforms a PID controller to static output feedback.

We consider the following linear time-invariant system:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.181}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

And the following PID controller where matrices $\mathbf{K}_{p}, \mathbf{K}_{i}$ and $\mathbf{K}_{d}$ have to be designed:

$$
\begin{equation*}
\underline{u}(t)=-\left(\mathbf{K}_{p} \underline{e}(t)+\mathbf{K}_{i} \int_{0}^{t} \underline{e}(\tau) d \tau+\mathbf{K}_{d} \frac{d}{d t} \underline{e}(t)\right) \tag{5.182}
\end{equation*}
$$

where:

$$
\begin{equation*}
\underline{e}(t)=\underline{y}(t)-\underline{r}(t) \tag{5.183}
\end{equation*}
$$

Let's denote $\underline{x}_{a}(t)$ the augmented state-space vector defined as follows:

$$
\underline{x}_{a}(t)=\left[\begin{array}{c}
\underline{x}(t)  \tag{5.184}\\
\int_{0}^{\underline{t}} \underline{e}(\tau) d \tau
\end{array}\right]
$$

[^32]Thus:

$$
\underline{\dot{x}}_{a}(t)=\mathbf{A}_{a} \underline{x}_{a}(t)+\mathbf{B}_{a} \underline{u}(t)+\left[\begin{array}{c}
0  \tag{5.185}\\
-\mathbb{I}
\end{array}\right] \underline{r}(t)
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}_{a}=\left[\begin{array}{ll}
\mathbf{A} & \mathbf{0} \\
\mathbf{C} & \mathbf{0}
\end{array}\right]  \tag{5.186}\\
\mathbf{B}_{a}=\left[\begin{array}{l}
\mathbf{B} \\
\mathbf{0}
\end{array}\right]
\end{array}\right.
$$

Furthermore, assuming that $\underline{\underline{\dot{ }}}(t)=\underline{0}$, we have:

$$
\begin{equation*}
\underline{\dot{r}}(t)=\underline{0} \Rightarrow \frac{d}{d t} \underline{e}(t)=\mathbf{C} \underline{\dot{x}}(t)=\mathbf{C A} \underline{x}(t)+\mathbf{C B} \underline{u}(t) \tag{5.187}
\end{equation*}
$$

Using the definition of $\underline{x}_{a}(t)$, the PID controller reads:

$$
\begin{align*}
\underline{u}(t) & =-\left(\mathbf{K}_{p} \underline{e}(t)+\mathbf{K}_{i} \int_{0}^{t} \underline{e}(\tau) d \tau+\mathbf{K}_{d} \frac{d}{d t} \underline{e}(t)\right) \\
& =-\mathbf{K}_{p} \mathbf{C} \underline{x}(t)+\mathbf{K}_{p} \mathbf{C}(t)-\mathbf{K}_{i} \frac{d}{d t} \underline{e}(t)-\mathbf{K}_{d}(\mathbf{C A} \underline{x}(t)+\mathbf{C B} \underline{u}(t)) \\
& =-\mathbf{K}_{p}\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right] \underline{x}_{a}(t)-\mathbf{K}_{i}\left[\begin{array}{cc}
\mathbf{0} & \mathbb{I}
\end{array}\right] \underline{x}_{a}(t)-\mathbf{K}_{d}\left[\begin{array}{ll}
\mathbf{C A} & \mathbf{0}
\end{array}\right] \underline{x}_{a}(t) \\
& =-\left[\begin{array}{lll}
\mathbf{K}_{p} & \mathbf{K}_{i} & \mathbf{K}_{d}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{C} & \mathbf{0} \\
\mathbf{0} & \mathbb{I} \\
\mathbf{C A} & \mathbf{0}
\end{array}\right] \underline{x}_{d}(t)-\mathbf{K}_{d} \mathbf{C B} \underline{u}(t)+\mathbf{K}_{p} \mathbf{C} \underline{r}(t)+\mathbf{K}_{p} \mathbf{C} \underline{r}(t)
\end{align*}
$$

We will assume that $\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}$ is invertible and define $\mathbf{C}_{a}$ and $\mathbf{K}_{a}$ as follows:

$$
\left\{\begin{array}{l}
\mathbf{C}_{a}=\left[\begin{array}{cc}
\mathbf{C} & \mathbf{0} \\
\mathbf{0} & \mathbb{I} \\
\mathbf{C A} & \mathbf{0}
\end{array}\right]  \tag{5.189}\\
\mathbf{K}_{a}=\left(\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}\right)^{-1}\left[\begin{array}{lll}
\mathbf{K}_{p} & \mathbf{K}_{i} & \mathbf{K}_{d}
\end{array}\right]
\end{array}\right.
$$

Let $\widetilde{\mathbf{K}}_{p}, \widetilde{\mathbf{K}}_{i}$ and $\widetilde{\mathbf{K}}_{d}$ be defined as follows:

$$
\left\{\begin{array}{l}
\widetilde{\mathbf{K}}_{p}=\left(\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}\right)^{-1} \mathbf{K}_{p}  \tag{5.190}\\
\widetilde{\mathbf{K}}_{i}=\left(\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}\right)^{-1} \mathbf{K}_{i} \\
\widetilde{\mathbf{K}}_{d}=\left(\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}\right)^{-1} \mathbf{K}_{d}
\end{array}\right.
$$

Assuming that $\widetilde{\mathbf{K}}_{p}, \widetilde{\mathbf{K}}_{i}$ and $\widetilde{\mathbf{K}}_{d}$ are known, gains $\mathbf{K}_{p}, \mathbf{K}_{i}$ and $\mathbf{K}_{d}$ are obtained as follows where it can be shown ${ }^{10}$ that matrix $\mathbb{I}-\mathbf{C B} \widetilde{\mathbf{K}}_{d}$ is always invertible:

$$
\left\{\begin{array}{l}
\mathbf{K}_{d}=\widetilde{\mathbf{K}}_{d}\left(\mathbb{I}-\mathbf{C B} \widetilde{\mathbf{K}}_{d}\right)^{-1}  \tag{5.191}\\
\mathbf{K}_{p}=\left(\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}\right) \widetilde{\mathbf{K}}_{p} \\
\mathbf{K}_{i}=\left(\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}\right) \widetilde{\mathbf{K}}_{i}
\end{array}\right.
$$

Thus the problem of PID controller design is changed into the following static output feedback problem:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{a}(t)=\mathbf{A}_{a} \underline{x}_{a}(t)+\mathbf{B}_{a} \underline{u}(t)  \tag{5.192}\\
\underline{y}_{a}(t)=\mathbf{C}_{a} \underline{x}_{a}(t) \\
\underline{u}(t)=-\mathbf{K}_{a} \underline{\underline{g}}_{a}(t)+\left(\mathbb{I}+\mathbf{K}_{d} \mathbf{C B}\right)^{-1} \mathbf{K}_{p} \mathbf{C} \underline{r}(t)
\end{array}\right.
$$

It is worth noticing that the same results are obtained, but without the assumption that $\underline{\underline{\dot{r}}}(t)=\underline{0}$, when a PI-D controller is used; for such a controller the term multiplied by $\mathbf{K}_{d}$ is $\underline{y}(t)$ rather than $\underline{e}(t)$ :

$$
\begin{equation*}
\underline{u}(t)=-\left(\mathbf{K}_{p} \underline{e}(t)+\mathbf{K}_{i} \int_{0}^{t} \underline{e}(\tau) d \tau+\mathbf{K}_{d} \frac{d}{d t} \underline{y}(t)\right) \tag{5.193}
\end{equation*}
$$

### 5.7.3 Adding integrators, controllability and observability indexes

We consider the following controllable and observable state-space representation where the state vector $\underline{x}$ is of dimension $n$ (that is the size of state matrix $\mathbf{A}$ ). In addition $\underline{y}(t)$ denotes the output vector and $\underline{u}(t)$ the input vector. We will assume that the feedforward gain matrix $\mathbf{D}$ is zero $(\mathbf{D}=\mathbf{0})$ :

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.194}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

Brasch \& Pearson ${ }^{11}$ have computed the number $n_{i}$ of integrators that can be added to increase the size of the output vector:

$$
\begin{equation*}
n_{i}=\min \left(p_{c}-1, p_{o}-1\right) \tag{5.195}
\end{equation*}
$$

where $p_{c}$ is the controllability index of the plant and $p_{o}$ the observability index of the plant.

The controllability index $p_{c}$ of the plant is the smallest integers such that:

$$
\operatorname{rank}\left(\left[\begin{array}{llll}
\mathbf{B} & \mathbf{A B} & \cdots & \mathbf{A}^{p_{c}-1} \mathbf{B} \tag{5.196}
\end{array}\right]\right)=n
$$

Similarly, the observability index $p_{o}$ of the augmented plant is the smallest integers such that:

$$
\operatorname{rank}\left(\left[\begin{array}{c}
\mathbf{C}  \tag{5.197}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{p_{o}-1}
\end{array}\right]\right)=n
$$

The compensator in cascade with the plant will be taken to be $n_{i}$ integrations of the component $y_{i}(t)=\mathbf{C}_{i} \underline{x}(t)$ of the output vector $\underline{y}(t)$ of the plant:

$$
\left\{\begin{array}{c}
\dot{x}_{i, 1}(t)=y_{i}(t)=\mathbf{C}_{i} \underline{x}(t)  \tag{5.198}\\
\vdots \\
\dot{x}_{i, n_{i}}(t)=x_{i, n_{i}-1}(t)
\end{array}\right.
$$

Furthermore the control $\underline{u}(t)$ of the augmented plant, that is the plant and the $n_{i}$ integrators, will be taken to be the actual input $\underline{u}(t)$ of the plant and the

[^33]$n_{i}$ integrations of the output $y_{i}(t)$ of the plant:
\[

u(t)=\left[$$
\begin{array}{c}
\underline{u}(t)  \tag{5.199}\\
x_{i, 1}(t) \\
\vdots \\
x_{i, n_{i}}(t)
\end{array}
$$\right]
\]

Then we define matrices $\mathbf{A}_{n_{i}}, \mathbf{B}_{n_{i}}$ and $\mathbf{C}_{n_{i}}$ of the augmented plant as follows where $\mathbf{0}_{n_{i}}$ is the null matrix of size $n_{i}$ and $\mathbb{I}_{n_{i}}$ is the identity matrix of size $n_{i}$ :

$$
\left\{\begin{array}{l}
\mathbf{A}_{n_{i}}=\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbf{0}_{n_{i}}
\end{array}\right]  \tag{5.200}\\
\mathbf{B}_{n_{i}}=\left[\begin{array}{c:c}
\mathbf{B} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbb{I}_{n_{i}}
\end{array}\right] \\
\mathbf{C}_{n_{i}}=\left[\begin{array}{c:c}
\mathbf{C} & \mathbf{0} \\
\hdashline \mathbf{0} & \mathbb{I}_{n_{i}}
\end{array}\right]
\end{array}\right.
$$

Alternatively matrices $\mathbf{A}_{n_{i}}, \mathbf{B}_{n_{i}}$ and $\mathbf{C}_{n_{i}}$ of the augmented plant can be defined as follows where $\mathbf{0}_{p \times r}$ is the null matrix of size $p \times r$ and $\mathbb{I}_{n_{i}}$ is the identity matrix of size $n_{i}$ :

$$
\left\{\begin{array}{l}
\mathbf{A}_{n_{i}}=\left[\begin{array}{l:c}
\mathbf{A} & \mathbf{0} \\
\hdashline \mathbf{0}_{i} & \mathbf{0}_{1 \times n_{i}} \\
\mathbf{0}_{\left(n_{i}-1\right) \times n} & \mathbb{I}_{n_{i}-1}
\end{array} \mathbf{0}_{\left(n_{i}-1\right) \times 1}\right. \tag{5.201}
\end{array}\right]
$$

The interest of the preceding state space representation of the augmented plant is that its input vector $\underline{u}_{n_{i}}(t)$ is the same than the input vector $\underline{u}(t)$ of the actual plant :

$$
\begin{equation*}
\underline{u}_{n_{i}}(t)=\underline{u}(t) \tag{5.202}
\end{equation*}
$$

### 5.8 Dynamical output feedback controller

### 5.8.1 From dynamical output feedback to observer-based control

Again we consider the state-space representation (5.203) where the state vector $\underline{x}$ is of dimension $n$ (that is the size of state matrix $\mathbf{A}$ ). In addition $\underline{y}(t)$ denotes the output vector and $\underline{u}(t)$ the input vector. We will assume that the feedforward gain matrix $\mathbf{D}$ is zero $(\mathbf{D}=\mathbf{0})$ :

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.203}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$



Figure 5.6: Plant with dynamic compensator

Following Radman ${ }^{12}$, we assume that this system is controllable and observable and is controlled as shown in Figure 5.6 by a dynamical output feedback controller $\mathbf{C}(s)$ of dimension $n_{c}$ (that is the size of $\mathbf{A}_{c}$ ) whose state space representation reads:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{c}(t)=\mathbf{A}_{c} \underline{x}_{c}(t)+\mathbf{B}_{c y} \underline{y}(t)+\mathbf{B}_{c r} \underline{r}(t)  \tag{5.204}\\
\underline{u}(t)=\mathbf{C}_{c} \underline{x}_{c}(t)+\mathbf{D}_{c y} \underline{y}(t)+\mathbf{D}_{c r} \underline{r}(t)
\end{array}\right.
$$

Assuming that compensator $\mathbf{C}(s)$ has the same dimension than plant $\mathbf{F}(s)$, that is $n_{c}=n$, and from the following settings:

$$
\left\{\begin{array}{l}
\mathbf{B}_{c y}=\mathbf{L}  \tag{5.205}\\
\mathbf{B}_{c r}=\mathbf{B} \\
\mathbf{C}_{c}=-\mathbf{K} \\
\mathbf{D}_{c y}=\mathbf{0} \\
\mathbf{D}_{c r}=\mathbb{I}
\end{array}\right.
$$

We get:

$$
\left\{\begin{array}{l}
\dot{x}_{c}(t)=\mathbf{A}_{c} \underline{x}_{c}(t)+\mathbf{L} \underline{y}(t)+\mathbf{B} \underline{r}(t)  \tag{5.206}\\
\underline{u}(t)=-\mathbf{K} \underline{x}_{c}(t)+\underline{r}(t)
\end{array}\right.
$$

From the second relation we get $\underline{r}(t)=\underline{u}(t)+\mathbf{K} \underline{x}_{c}(t)$. Thus the previous state space representation reads:

$$
\left\{\begin{array}{l}
\dot{x}_{c}(t)=\left(\mathbf{A}_{c}+\mathbf{B K}\right) \underline{x}_{c}(t)+\mathbf{B} \underline{u}(t)+\mathbf{L} \underline{y}(t)  \tag{5.207}\\
\underline{u}(t)=-\mathbf{K} \underline{x}_{c}(t)+\underline{r}(t)
\end{array}\right.
$$

Thus the dynamical output feedback controller $\mathbf{C}(s)$ can be seen as an observer-based controller with gain $\mathbf{K}$ that uses $\underline{x}_{c}(t)$ as an estimate of the plant state $\underline{x}(t)$.

### 5.8.2 Dynamical output feedback

We now assume that plant $\mathbf{F}(s)$ is controlled by the dynamical output feedback controller $\mathbf{C}(s)$ defined in (5.204) where $n_{c} \neq n\left(n_{c}\right.$ is the size of $\left.\mathbf{A}_{c}\right)$ :

[^34]\[

\left\{$$
\begin{array}{l}
\dot{\underline{x}}_{c}(t)=\mathbf{A}_{c} \underline{x}_{c}(t)+\mathbf{B}_{c y} \underline{y}(t)+\mathbf{B}_{c r} \underline{r}(t)  \tag{5.208}\\
\underline{u}(t)=\mathbf{C}_{c} \underline{x}_{c}(t)+\mathbf{D}_{c y} \underline{y}(t)+\mathbf{D}_{c r} \underline{r}(t)
\end{array}
$$\right.
\]

It is worth noticing that we retrieve the static output feedback controller:

$$
\begin{equation*}
\underline{u}(t)=\mathbf{H} \underline{r}(t)-\mathbf{K}_{c} \underline{y}(t) \tag{5.209}
\end{equation*}
$$

When setting:

$$
\left\{\begin{array}{l}
\mathbf{A}_{c}=\mathbf{B}_{c y}=\mathbf{B}_{c r}=\mathbf{C}_{c}=\mathbf{0}  \tag{5.210}\\
\mathbf{D}_{c y}=-\mathbf{K}_{c} \\
\mathbf{D}_{c r}=\mathbf{H}
\end{array}\right.
$$

When the dynamical output feedback controller is of order $n_{c} \leq n$ the design problem can be bring back to a static output feedback controller ${ }^{13}$ by introducing a new control $\underline{v}(t)$ defined by:

$$
\begin{equation*}
\underline{v}(t)=\dot{\underline{x}}_{c}(t) \tag{5.211}
\end{equation*}
$$

and by considering the following augmented output vector $\underline{y}_{a}(t)$, input vector $\underline{u}_{a}(t)$ and state vector $\underline{x}_{a}(t)$ :

$$
\left\{\begin{array}{l}
\underline{x}_{a}(t)=\left[\begin{array}{l}
\underline{x}(t) \\
\underline{x}_{c}(t)
\end{array}\right]  \tag{5.212}\\
\underline{u}_{a}(t)=\left[\begin{array}{l}
\underline{u}(t) \\
\underline{v}(t)
\end{array}\right] \\
\underline{y}_{a}(t)=\left[\begin{array}{l}
\underline{y}(t) \\
\underline{x}_{c}(t)
\end{array}\right]
\end{array}\right.
$$

Then the augmented equivalent open-loop system reads:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\underline{\dot{x}}(t) \\
\dot{\underline{x}}_{c}(t)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{A} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\underline{x}(t) \\
\underline{x}_{c}(t)
\end{array}\right]+\left[\begin{array}{ll}
\mathbf{B} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{u}(t) \\
\underline{v}(t)
\end{array}\right]}  \tag{5.213}\\
{\left[\begin{array}{l}
\underline{y}(t) \\
\underline{x}_{c}(t)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}(t) \\
\underline{x}_{c}(t)
\end{array}\right]}
\end{array}\right.
$$

That is in a more compact form:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{a}(t)=\mathbf{A}_{a} \underline{x}_{a}(t)+\mathbf{B}_{a} \underline{u}_{a}(t)  \tag{5.214}\\
\underline{y}_{a}(t)=\mathbf{C}_{a} \underline{x}_{a}(t)
\end{array}\right.
$$

Where:

$$
\left\{\begin{align*}
\mathbf{A}_{a} & =\left[\begin{array}{cc}
\mathbf{A} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]  \tag{5.215}\\
\mathbf{B}_{a} & =\left[\begin{array}{ll}
\mathbf{B} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right] \\
\mathbf{C}_{a} & =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
\end{align*}\right.
$$

[^35]It is worth noticing that the dynamical output feedback controller $\mathbf{C}(s)$ defined in (5.204) becomes static in the augmented state-space:

$$
\left[\begin{array}{l}
\underline{u}(t)  \tag{5.216}\\
\underline{v}(t)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{D}_{c y} & \mathbf{C}_{c} \\
\mathbf{B}_{c y} & \mathbf{A}_{c}
\end{array}\right]\left[\begin{array}{c}
\underline{y}(t) \\
\underline{w}_{c}(t)
\end{array}\right]+\left[\begin{array}{l}
\mathbf{D}_{c r} \\
\mathbf{B}_{c r}
\end{array}\right] \underline{r}(t)
$$

That is in a more compact form:

$$
\begin{equation*}
\underline{u}_{a}(t)=-\mathbf{K}_{a} \underline{y}_{a}(t)+\mathbf{H}_{a} \underline{r}(t) \tag{5.217}
\end{equation*}
$$

Where:

$$
\left\{\begin{array}{l}
\mathbf{K}_{a}=-\left[\begin{array}{ll}
\mathbf{D}_{c y} & \mathbf{C}_{c} \\
\mathbf{B}_{c y} & \mathbf{A}_{c}
\end{array}\right]  \tag{5.218}\\
\mathbf{H}_{a}=\left[\begin{array}{l}
\mathbf{D}_{c r} \\
\mathbf{B}_{c r}
\end{array}\right]
\end{array}\right.
$$

Assuming that $\underline{u}(t)$ is of dimension $m, \underline{x}(t)$ is of dimension $n, \underline{x}_{c}(t)$ is of dimension $n_{c}$ and $\underline{y}(t)$ is of dimension $p$ we conclude that:

- $\mathbf{A}_{a}$ is a square matrix of dimension $\left(n+n_{c}\right)$;
- $\mathbf{B}_{a}$ is a matrix of size $\left(n+n_{c}\right) \times\left(m+n_{c}\right)$;
- $\mathbf{C}_{a}$ is a matrix of size $\left(p+n_{c}\right) \times\left(n+n_{c}\right)$;
- $\mathbf{K}_{a}$ is a matrix of size $\left(m+n_{c}\right) \times\left(p+n_{c}\right)$;

If we wish to apply the Roppenecker's formula (5.71) to set the static output feedback gain $\mathbf{K}_{a}$ so that $n_{p}$ predefined closed-loop eigenvalues are achieved, we have to notice that matrix $\mathbf{C}_{a} \mathbf{V}_{a}$ is a $\left(p+n_{c}\right) \times n_{p}$ matrix. Consequently matrix $\mathbf{C}_{a} \mathbf{V}_{a}$ is square and possibly invertible as soon as:

$$
\begin{equation*}
p+n_{c}=n_{p} \tag{5.219}
\end{equation*}
$$

- In the case of state feedback we have $n_{c}=0$ and $p=n$ thus the number of eigenvalues which can be predefined is $n_{p}=n$.
- In the case of output feedback the number $n_{p}$ of eigenvalues which can be predefined is obviously lower or equal to the size $n+n_{c}$ of the augmented state matrix $\mathbf{A}_{a}$ :

$$
\begin{equation*}
n_{p} \leq n+n_{c} \tag{5.220}
\end{equation*}
$$

Assuming $p+n_{c}=n_{p}$ so that $\mathbf{C}_{a} \mathbf{V}_{a}$ is a square matrix we conclude that there are $n-p$ remaining eigenvalues whose location is not controlled through output feedback.

Using the relations $\underline{u}_{a}(t)=-\mathbf{K}_{a} \underline{y}_{a}(t)+\mathbf{H}_{a} \underline{r}(t)$ and $\underline{y}_{a}(t)=\mathbf{C}_{a} \underline{x}_{a}(t)$ the dynamics of the closed-loop system reads:

$$
\begin{align*}
\dot{\underline{x}}_{a}(t) & =\mathbf{A}_{a} \underline{x}_{a}(t)+\mathbf{B}_{a} \underline{u}_{a}(t) \\
& =\mathbf{A}_{a} \underline{x}_{a}(t)+\mathbf{B}_{a}\left(-\mathbf{K}_{a} \underline{y}_{a}(t)+\mathbf{H}_{a} \underline{r}(t)\right)  \tag{5.221}\\
& =\left(\mathbf{A}_{a}-\mathbf{B}_{a} \mathbf{K}_{a} \mathbf{C}_{a}\right) \underline{x}_{a}(t)+\mathbf{B}_{a} \mathbf{H}_{a} \underline{r}(t)
\end{align*}
$$

The product $\mathbf{B}_{a} \mathbf{K}_{a} \mathbf{C}_{a}$ expands as follows:

$$
\begin{align*}
\mathbf{B}_{a} \mathbf{K}_{a} \mathbf{C}_{a} & =\left[\begin{array}{ll}
\mathbf{B} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{D}_{c y} & \mathbf{C}_{c} \\
\mathbf{B}_{c y} & \mathbf{A}_{c}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]  \tag{5.222}\\
& =\left[\begin{array}{ll}
\mathbf{B} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{D}_{c y} \mathbf{C} & \mathbf{C}_{c} \\
\mathbf{B}_{c y} \mathbf{C} & \mathbf{A}_{c}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbf{B D}_{c y} \mathbf{C} & \mathbf{B C}_{c} \\
\mathbf{B}_{c y} \mathbf{C} & \mathbf{A}_{c}
\end{array}\right]
\end{align*}
$$

And consequently $\mathbf{A}_{a}-\mathbf{B}_{a} \mathbf{K}_{a} \mathbf{C}_{a}$ reads:

$$
\mathbf{A}_{a}-\mathbf{B}_{a} \mathbf{K}_{a} \mathbf{C}_{a}=\left[\begin{array}{cc}
\mathbf{A}-\mathbf{B D}_{c y} \mathbf{C} & -\mathbf{B C}_{c}  \tag{5.223}\\
-\mathbf{B}_{c y} \mathbf{C} & -\mathbf{A}_{c}
\end{array}\right]
$$

The transfer function $\mathbf{G}(s)$ of the closed-loop system between the output vector $\underline{y}(t)$ and the reference input vector $\underline{r}(t)$ reads:

$$
\begin{equation*}
\underline{y}(t)=\mathbf{G}(s) \underline{r}(t) \tag{5.224}
\end{equation*}
$$

Where:

$$
\begin{align*}
\mathbf{G}(s) & =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(s \mathbb{I}-\left(\mathbf{A}_{a}-\mathbf{B}_{a} \mathbf{K}_{a} \mathbf{C}_{a}\right)\right)^{-1} \mathbf{B}_{a} \mathbf{H}_{a} \\
& =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left(s \mathbb{I}-\left(\mathbf{A}_{a}-\mathbf{B}_{a} \mathbf{K}_{a} \mathbf{C}_{a}\right)\right)^{-1}\left[\begin{array}{c}
\mathbf{B D}_{c r} \\
\mathbf{B}_{c r}
\end{array}\right]  \tag{5.225}\\
& =\left[\begin{array}{ll}
\mathbf{C} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
s \mathbb{I}-\left(\mathbf{A}-\mathbf{B D}_{c y} \mathbf{C}\right) & \mathbf{B C}_{c} \\
\mathbf{B}_{c y} \mathbf{C} & s \mathbb{I}+\mathbf{A}_{c}
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{B D}_{c r} \\
\mathbf{B}_{c r}
\end{array}\right]
\end{align*}
$$

### 5.9 Mode decoupling controller

### 5.9.1 Eigenstructure assignment

We consider the following state-space representation of a controllable and observable system where $\underline{u}(t) \in \mathbb{R}^{m}$ denotes the control input, $\underline{x}(t) \in \mathbb{R}^{n}$ the state vector and $\underline{y}(t) \in \mathbb{R}^{p}$ the output vector:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.226}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

where $\mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{p \times n}$.
Assume the following state feedback control:

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\underline{r}(t) \tag{5.227}
\end{equation*}
$$

Then the closed-loop system reads:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}(t)+\mathbf{B} \underline{r}(t)  \tag{5.228}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

Similarly to the open-loop case the transfer function $\mathbf{G}_{K}(s)$ of the closedloop system when the control $\underline{u}(t)$ is $-\mathbf{K} \underline{x}(t)+\underline{r}(t)$ reads:

$$
\begin{equation*}
\underline{Y}(s)=\mathbf{G}_{K}(s) \underline{R}(s) \tag{5.229}
\end{equation*}
$$



Figure 5.7: Modal decomposition of a transfer function

Where:

$$
\begin{equation*}
\mathbf{G}_{K}(s)=\mathbf{C}(s \mathbb{I}-(\mathbf{A}-\mathbf{B K}))^{-1} \mathbf{B} \tag{5.230}
\end{equation*}
$$

As in the open-loop case the transfer function $\mathbf{G}_{K}(s)$ of the closed-loop system may be expressed as a function of the closed-loop eigenvalues $\lambda_{K_{i}}$ and the left and right eigenvectors of matrix $\mathbf{A}-\mathbf{B K}$. Assuming that matrix $\mathbf{A}-\mathbf{B K}$ is diagonalizable we have:

$$
\begin{equation*}
\mathbf{G}_{K}(s)=\mathbf{C}\left(\sum_{i=1}^{n} \frac{\underline{v}_{K_{i}}}{s-\lambda_{K_{i}}^{T}}\right) \mathbf{B} \tag{5.231}
\end{equation*}
$$

Figure 5.7 presents the modal decomposition of the transfer function where $\underline{x}_{m}(t)$ is the state vector expressed in the modal basis and where matrices $\boldsymbol{\Lambda}_{c l}$, $\mathbf{P}$ and $\mathbf{P}^{-1}$ are defined as follows:

$$
\mathbf{A}-\mathbf{B K}=\mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1} \text { where }\left\{\begin{array}{c}
\boldsymbol{\Lambda}_{c l}=\left[\begin{array}{ccc}
\lambda_{K_{1}} & & \\
& \ddots & \\
& & \lambda_{K_{n}}
\end{array}\right]  \tag{5.232}\\
\mathbf{P}=\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{n}}
\end{array}\right] \\
\mathbf{P}^{-1}=\mathbf{P}^{T}=\left[\begin{array}{c}
\underline{w}_{K_{1}}^{T} \\
\vdots \\
\underline{w}_{K_{n}}^{T}
\end{array}\right]
\end{array}\right.
$$

Vector $\underline{v}_{K_{i}}$ is a right eigenvector corresponding to eigenvalue $\lambda_{K_{i}}$ : it is a real vector if the eigenvalue $\lambda_{K_{i}}$ is real, a complex vector otherwise.

The components of the desired eigenvector $\underline{v}_{K_{i}}$ can be used for decoupling. Indeed we can see from the modal decomposition of the transfer function provided in (5.231) that:

- Mode $\lambda_{K_{i}}$ will not appear in the $j^{\text {th }}$ component of output vector $\underline{y}(t)$ if the following relation holds where $\underline{c}_{j}^{T}$ represents the $j^{\text {th }}$ row of $\mathbf{C}$ :

$$
\begin{equation*}
\underline{c}_{j}^{T} \underline{v}_{K_{i}}=0 \tag{5.233}
\end{equation*}
$$

- Alternatively mode $\lambda_{K_{i}}$ will not be excited by the $j^{\text {th }}$ component of control vector $\underline{u}(t)$ if the following relation holds where $\underline{b}_{j}$ represents the $j^{\text {th }}$ column of B:

$$
\begin{equation*}
\underline{w}_{K_{i}}^{T} \underline{b}_{j}=0 \tag{5.234}
\end{equation*}
$$

### 5.9.2 Design procedure

We consider the following state-space representation of a controllable and observable system where $\underline{u}(t) \in \mathbb{R}^{m}$ denotes the control input, $\underline{x}(t) \in \mathbb{R}^{n}$ the state vector and $\underline{y}(t) \in \mathbb{R}^{p}$ the output vector:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.2.25}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

where $\mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{p \times n}$.
Assume the following state feedback control:

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\underline{r}(t) \tag{5.236}
\end{equation*}
$$

Then the closed-loop system reads:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}(t)+\mathbf{B} \underline{r}(t)  \tag{5.237}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

The following design procedure for mode decoupling and eigenstructure assignment has been suggested by Chouaib and Pradin ${ }^{14}$

- Assuming that state matrix $\mathbf{A}$ is of order $n$ and that $(\mathbf{A}, \mathbf{B})$ is controllable, we define $n$ closed-loop eigenvalues $\lambda_{K_{1}}, \cdots, \lambda_{K_{n}}$. Thus for each closedloop eigenvalue $\lambda_{K_{i}}$, and denoting $\underline{v}_{K_{i}}$ the corresponding eigenvector, we shall have:

$$
(\mathbf{A}-\mathbf{B K}) \underline{v}_{K_{i}}=\lambda_{K_{i}} \underline{v}_{K_{i}} \Leftrightarrow\left[\begin{array}{ll}
\lambda_{K_{i}} \mathbb{I}-\mathbf{A} & \mathbf{B}
\end{array}\right]\left[\begin{array}{c}
\underline{v}_{K_{i}}  \tag{5.238}\\
\mathbf{K} \underline{v}_{K_{i}}
\end{array}\right]=\underline{0}
$$

- Furthermore assume that mode $\lambda_{K_{i}}$ shall not appear in the $j^{\text {th }}$ component of output vector $\underline{y}(t)$. Then the following relation shall hold where $\underline{c}_{j}^{T}$ represents the $j^{\text {th }}$ row of $\mathbf{C}$ :

$$
\begin{equation*}
\underline{c}_{j}^{T} \underline{v}_{K_{i}}=0 \tag{5.239}
\end{equation*}
$$

Matrix $\mathbf{S}_{i}$ is then defined as follows:

$$
\mathbf{S}_{i}=\left[\begin{array}{cc}
\lambda_{K_{i}} \mathbb{I}-\mathbf{A} & \mathbf{B}  \tag{5.240}\\
\underline{c}_{j}^{T} & \mathbf{0}
\end{array}\right] \quad i=1, \cdots, n
$$

- Then compute matrix $\mathcal{N}_{S_{i}}$ whose columns constitute a basis of the right null-space of $\mathbf{S}_{i}$ :

$$
\begin{equation*}
\mathbf{S}_{i} \mathcal{N}_{S_{i}}=\mathbf{0} \tag{5.241}
\end{equation*}
$$

It is worth noticing that matrix $\mathcal{N}_{S_{i}}$ can be obtained through a singular value decomposition of matrix $\mathbf{S}_{i}{ }^{15}$. Indeed singular value decomposition

[^36]of matrix $\mathbf{S}_{i}$ leads to the following decomposition where $\mathbf{U}_{i} \mathbf{U}_{i}^{T}=\mathbb{I}$ and $\mathbf{V}_{i} \mathbf{V}_{i}^{T}=\mathbb{I}:$
\[

\mathbf{S}_{i}=\mathbf{U}_{i}\left[$$
\begin{array}{cccc}
\sigma_{i, 1} & & &  \tag{5.242}\\
& \ddots & & \mathbf{0} \\
& & \sigma_{i, n} &
\end{array}
$$\right] \mathbf{V}_{i}^{T}
\]

Denoting $\boldsymbol{\Sigma}_{i}=\left[\begin{array}{lll}\sigma_{i, 1} & & \\ & \ddots & \\ & & \sigma_{i, n}\end{array}\right]$ we get:

$$
\begin{gather*}
\mathbf{S}_{i}=\mathbf{U}_{i}\left[\begin{array}{ll}
\boldsymbol{\Sigma}_{i} & \mathbf{0}
\end{array}\right] \mathbf{V}_{i}^{T}  \tag{5.243}\\
\Leftrightarrow \mathbf{S}_{i} \mathbf{V}_{i}=\mathbf{U}_{i}\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{i} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{lll}
\mathbf{U}_{i} \boldsymbol{\Sigma}_{i} & \mathbf{0}
\end{array}\right]
\end{gather*}
$$

Let $\underline{v}_{i, 1}, \underline{v}_{i, 2}, \cdots, \underline{v}_{i, n+m}$ be the vectors which form matrix $\mathbf{V}_{i}$ :

$$
\mathbf{V}_{i}=\left[\begin{array}{llllll}
\underline{v}_{i, 1} & \cdots & \underline{v}_{i, n} & \underline{v}_{i, n+1} & \cdots & \underline{v}_{i, n+m} \tag{5.244}
\end{array}\right]
$$

From (5.243) it is clear that the set of vectors $\underline{v}_{i, n+1}, \cdots, \underline{v}_{i, n+m}$ satisfy the following relation:

$$
\begin{equation*}
\mathbf{S}_{i} \underline{v}_{i, j}=\underline{0} \forall j=n+1, \cdots, n+m \tag{5.245}
\end{equation*}
$$

Consequently matrix $\mathcal{N}_{S_{i}}$ can be defined as follows:

$$
\mathcal{N}_{S_{i}}=\left[\begin{array}{lll}
\underline{v}_{i, n+1} & \cdots & \underline{v}_{i, n+m} \tag{5.246}
\end{array}\right]
$$

- Matrix $\mathcal{N}_{S_{i}}$ is then compatibly partitioned between matrix $\mathbf{N}\left(\lambda_{K_{i}}\right)$ and matrix $\mathbf{M}\left(\lambda_{K_{i}}\right)$. Matrix $\mathbf{N}\left(\lambda_{K_{i}}\right)$ is built from the $n$ first rows of $\mathcal{N}_{S_{i}}$ :

$$
\mathcal{N}_{S_{i}}=\left[\begin{array}{l}
\mathbf{N}\left(\lambda_{K_{i}}\right)  \tag{5.247}\\
\mathbf{M}\left(\lambda_{K_{i}}\right)
\end{array}\right]
$$

Each vector $\underline{\pi}_{i}$ which belongs to the kernel of $\mathbf{S}_{i}$ is characterized by a non zero parameter vector $\underline{z}_{i}$ such that:

$$
\left\{\begin{array}{l}
\underline{z}_{i} \neq \underline{0}  \tag{5.248}\\
\underline{\pi}_{i}=\mathcal{N}_{S_{i}} \underline{z}_{i}
\end{array} \Rightarrow \mathbf{S}_{i} \mathcal{N}_{S_{i}} \underline{z}_{i}=\underline{0}\right.
$$

As a consequence the right eigenvector $\underline{v}_{K_{i}}$, which constitutes the $i^{\text {th }}$ column of matrix $\mathbf{P}$, can be written as follows:

$$
\begin{equation*}
\underline{v}_{K_{i}}=\mathbf{N}\left(\lambda_{K_{i}}\right) \underline{z}_{i} \tag{5.249}
\end{equation*}
$$

Parameter vector $\underline{z}_{i}$ may be used to minimize the sensitivity of the assigned eigenvalues as it will be seen in the next section.

- Finally decompose matrix $\mathbf{B}$ as follows where $\mathbf{Y}$ is a non-singular matrix and where $\mathbf{U}_{i}=\left[\begin{array}{ll}\mathbf{U}_{0} & \mathbf{U}_{1}\end{array}\right]$ is an orthogonal matrix such that:

$$
\mathbf{B}=\left[\begin{array}{ll}
\mathbf{U}_{0} & \mathbf{U}_{1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{Y}  \tag{5.250}\\
\mathbf{0}
\end{array}\right]
$$

One possible way to derive this decomposition is to use the singular value decomposition of $\mathbf{B}$ :

$$
\mathbf{B}=\mathbf{U}\left[\begin{array}{l}
\mathbf{\Sigma}  \tag{5.251}\\
\mathbf{0}
\end{array}\right] \mathbf{V}^{T}
$$

Where $\boldsymbol{\Sigma}$ is a diagonal matrix formed by the $\operatorname{rank}(\mathbf{B})=m$ singular values of $\mathbf{B}$ (matrix $\mathbf{B}$ is assumed to have full column rank) and where $\mathbf{U}$ and $\mathbf{V}$ are orthogonal matrices (i.e. $\mathbf{U}^{T} \mathbf{U}=\mathbb{I}$ and $\mathbf{V}^{T} \mathbf{V}=\mathbb{I}$ ).
Then we can define $\mathbf{Y}=\boldsymbol{\Sigma} \mathbf{V}^{T}$ and suitably split $\mathbf{U}=\left[\begin{array}{ll}\mathbf{U}_{0} & \mathbf{U}_{1}\end{array}\right]$ such that $\mathbf{U}_{0}$ has $m$ columns:

$$
\left\{\begin{array}{l}
\mathbf{Y}=\boldsymbol{\Sigma} \mathbf{V}^{T}  \tag{5.252}\\
\mathbf{U}=\left[\begin{array}{ll}
\mathbf{U}_{0} & \mathbf{U}_{1}
\end{array}\right]
\end{array}\right.
$$

Let $\boldsymbol{\Lambda}_{c l}$ be the diagonal matrix of the closed-loop eigenvalues:

$$
\boldsymbol{\Lambda}_{c l}=\left[\begin{array}{lll}
\lambda_{K_{1}} & &  \tag{5.253}\\
& \ddots & \\
& & \lambda_{K_{n}}
\end{array}\right]
$$

As far as all eigenvectors $\underline{v}_{K_{i}}$ which compose each column of matrix $\mathbf{P}$ have been computed matrix $\mathbf{K}$ can be calculated by:

$$
\begin{equation*}
\mathbf{K}=\mathbf{Y}^{-1} \mathbf{U}_{0}^{T}\left(\mathbf{A}-\mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1}\right) \tag{5.254}
\end{equation*}
$$

Furthermore the sufficient condition for pole assignment reads as follows ${ }^{16}$ :

$$
\begin{equation*}
\mathbf{U}_{1}^{T} \mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1}=\mathbf{U}_{1}^{T} \mathbf{A} \Leftrightarrow \mathbf{U}_{1}^{T}\left(\mathbf{A P}-\mathbf{P} \boldsymbol{\Lambda}_{c l}\right)=\mathbf{0} \tag{5.255}
\end{equation*}
$$

To get those results we write the closed-loop state matrix as follows:

$$
\begin{equation*}
\mathbf{A}-\mathbf{B K}=\mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1} \tag{5.256}
\end{equation*}
$$

Then pre-multiplying the preceding equation by $\mathbf{U}^{T}$, using the decomposition of $\mathbf{B}$ and the fact that $\mathbf{U}$ is an orthogonal matrix (i.e. $\mathbf{U}^{T} \mathbf{U}=\mathbb{I}$ ) we get:

$$
\begin{align*}
\mathbf{U}^{T} \mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1} & =\mathbf{U}^{T}(\mathbf{A}-\mathbf{B K}) \\
& =\mathbf{U}^{T} \mathbf{A}-\mathbf{U}^{T} \mathbf{B K} \\
& =\mathbf{U}^{T} \mathbf{A}-\left[\begin{array}{c}
\mathbf{Y} \\
\mathbf{0}
\end{array}\right] \mathbf{K}  \tag{5.257}\\
& =\left[\begin{array}{c}
\mathbf{U}_{0}^{T} \\
\mathbf{U}_{1}^{T}
\end{array}\right] \mathbf{A}-\left[\begin{array}{l}
\mathbf{Y} \\
\mathbf{0}
\end{array}\right] \mathbf{K}
\end{align*}
$$

[^37]The first row of (5.257) reads:

$$
\begin{equation*}
\mathbf{U}_{0}^{T} \mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1}=\mathbf{U}_{0}^{T} \mathbf{A}-\mathbf{Y K} \Leftrightarrow \mathbf{K}=\mathbf{Y}^{-1} \mathbf{U}_{0}^{T}\left(\mathbf{A}-\mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1}\right) \tag{5.258}
\end{equation*}
$$

Furthermore the second row of (5.257) leads to the following necessary and sufficient condition for pole assignment:

$$
\begin{equation*}
\mathbf{U}_{1}^{T} \mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1}=\mathbf{U}_{1}^{T} \mathbf{A} \Leftrightarrow \mathbf{U}_{1}^{T}\left(\mathbf{A P}-\mathbf{P} \boldsymbol{\Lambda}_{c l}\right)=\mathbf{0} \tag{5.259}
\end{equation*}
$$

This completes the proof.

It is worth noticing that if a closed-loop eigenvalue $\lambda_{K_{i}}$ is complex, then its conjugate value, $\bar{\lambda}_{K_{i}}$ is also a closed-loop eigenvalue. In order to manipulate real matrices during the computations, eigenvectors $\underline{v}_{K_{i}}$ and $\underline{\underline{v}}_{K_{i}}$ corresponding to complex conjugate eigenvalues are replaced by $\operatorname{Re}\left(\underline{v}_{K_{i}}\right)$ and $\operatorname{Im}\left(\underline{v}_{K_{i}}\right)$ respectively:

$$
\left[\begin{array}{llll}
\cdots & \underline{v}_{K_{i}} & \underline{\bar{v}}_{K_{i}} & \cdots
\end{array}\right] \rightarrow\left[\begin{array}{llll}
\cdots & \operatorname{Re}\left(\underline{v}_{K_{i}}\right) & \operatorname{Im}\left(\underline{v}_{K_{i}}\right) & \cdots \tag{5.260}
\end{array}\right]
$$

Furthermore eigenvalues $\lambda_{K_{i}}$ and $\bar{\lambda}_{K_{i}}$ in the diagonal matrix $\boldsymbol{\Lambda}_{c l}$ are replaced by $\operatorname{Re}\left(\lambda_{K_{i}}\right)$ and $\operatorname{Im}\left(\lambda_{K_{i}}\right)$ as follows:

$$
\left[\begin{array}{llll}
\ddots & & &  \tag{5.261}\\
& \lambda_{K_{i}} & & \\
& & \bar{\lambda}_{K_{i}} & \\
& & & \ddots
\end{array}\right] \rightarrow\left[\begin{array}{cccc}
\ddots & & & \\
& \operatorname{Re}\left(\lambda_{K_{i}}\right) & \operatorname{Im}\left(\lambda_{K_{i}}\right) & \\
& -\operatorname{Im}\left(\lambda_{K_{i}}\right) & \operatorname{Re}\left(\lambda_{K_{i}}\right) & \\
& & &
\end{array}\right]
$$

Indeed from the relations:

$$
\left\{\begin{align*}
\mathbf{A}_{c l} \underline{v}_{K_{i}} & =\lambda_{K_{i}} \underline{v}_{K_{i}}  \tag{5.262}\\
\mathbf{A}_{c l} \underline{\bar{v}}_{K_{i}} & =\bar{\lambda}_{K_{i}} \underline{\bar{v}}_{K_{i}}
\end{align*}\right.
$$

We get by adding and subtracting the preceding equations:

$$
\begin{align*}
& \left\{\begin{array}{l}
\mathbf{A}_{c l}\left(\underline{v}_{K_{i}}+\underline{\underline{v}}_{K_{i}}\right)=\lambda_{K_{i}} \underline{v}_{K_{i}}+\bar{\lambda}_{K_{i}} \overline{\underline{v}}_{K_{i}} \\
\mathbf{A}_{c l}\left(\underline{v}_{K_{i}}-\underline{\bar{v}}_{K_{i}}\right)=\lambda_{K_{i}} \underline{v}_{K_{i}}-\bar{\lambda}_{K_{i}} \underline{\bar{v}}_{K_{i}}
\end{array}\right. \\
& \Rightarrow\left\{\begin{array}{l}
\mathbf{A}_{c l} \operatorname{Re}\left(\underline{v}_{K_{i}}\right)=\operatorname{Re}\left(\lambda_{K_{i}} \underline{v}_{K_{i}}\right) \\
\mathbf{A}_{c l} \operatorname{Im}\left(\underline{v}_{K_{i}}\right)=\operatorname{Im}\left(\lambda_{K_{i}} \underline{v}_{K_{i}}\right)
\end{array}\right.  \tag{5.263}\\
& \Leftrightarrow\left\{\begin{array}{l}
\mathbf{A}_{c l} \operatorname{Re}\left(\underline{v}_{K_{i}}\right)=\operatorname{Re}\left(\lambda_{K_{i}}\right) \operatorname{Re}\left(\underline{v}_{K_{i}}\right)-\operatorname{Im}\left(\lambda_{K_{i}}\right) \operatorname{Im}\left(\underline{v}_{K_{i}}\right) \\
\mathbf{A}_{c l} \operatorname{Im}\left(\underline{v}_{K_{i}}\right)=\operatorname{Re}\left(\lambda_{K_{i}}\right) \operatorname{Im}\left(\underline{v}_{K_{i}}\right)+\operatorname{Im}\left(\lambda_{K_{i}}\right) \operatorname{Re}\left(\underline{v}_{K_{i}}\right)
\end{array}\right.
\end{align*}
$$

That is:

$$
\begin{align*}
& \mathbf{A}_{c l}\left[\begin{array}{ll}
\operatorname{Re}\left(\underline{v}_{K_{i}}\right) & \operatorname{Im}\left(\underline{v}_{K_{i}}\right)
\end{array}\right] \\
&=\left[\begin{array}{ll}
\operatorname{Re}\left(\underline{v}_{K_{i}}\right) & \operatorname{Im}\left(\underline{v}_{K_{i}}\right)
\end{array}\right]\left[\begin{array}{cc}
\operatorname{Re}\left(\lambda_{K_{i}}\right) & \operatorname{Im}\left(\lambda_{K_{i}}\right) \\
-\operatorname{Im}\left(\lambda_{K_{i}}\right) & \operatorname{Re}\left(\lambda_{K_{i}}\right)
\end{array}\right] \tag{5.264}
\end{align*}
$$

### 5.9.3 Example

Following an example provided by A. Fossard ${ }^{17}$ we consider the following system:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.265}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{align*}
& \mathbf{A}=\left[\begin{array}{lll}
1 & 0 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1
\end{array}\right]  \tag{5.266}\\
& \mathbf{B}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0 \\
0 & 1
\end{array}\right] \\
& \mathbf{C}=\left[\begin{array}{lll}
1 & 1 & -1 \\
1 & 1 & 0
\end{array}\right]
\end{align*}\right.
$$

This system has $m=2$ inputs, $n=3$ states and $p=2$ outputs and is both controllable and observable. We wish to find a state feedback matrix $\mathbf{K}$ such that the closed-loop eigenvalues are as follows:

$$
\left\{\begin{array}{l}
\lambda_{K_{1}}=-3  \tag{5.267}\\
\lambda_{K_{2}}=-3+4 j \\
\lambda_{K_{3}}=\bar{\lambda}_{K_{2}}=-3-4 j
\end{array}\right.
$$

Moreover it is desired that the first output $y_{1}(t)$ of $\underline{y}(t)$ is decoupled from the first mode $\lambda_{K_{1}}$ whereas the second output $y_{2}(t)$ of $\underline{y}(t)$ is decoupled from the last two modes $\lambda_{K_{2}}, \lambda_{K_{3}}$.

The decoupling specifications leads to the following expression of the product CP where $*$ represents unspecified components:

$$
\mathbf{C P}=\mathbf{C}\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \underline{v}_{K_{2}} & \underline{v}_{K_{3}}
\end{array}\right]=\left[\begin{array}{lll}
0 & * & *  \tag{5.268}\\
* & 0 & 0
\end{array}\right]
$$

For the first row of matrix $\mathbf{C}$ we get:

$$
\left[\begin{array}{ccc}
1 & 1 & -1 \tag{5.269}
\end{array}\right] \underline{v}_{K_{1}}=0 \Leftrightarrow \underline{c}_{1}^{T} \underline{v}_{K_{1}}=0
$$

And for the second row of matrix $\mathbf{C}$ :

$$
\left\{\begin{array}{l}
{\left[\begin{array}{ccc}
1 & 1 & 0
\end{array}\right] \underline{v}_{K_{2}}=0 \Leftrightarrow \underline{c}_{2}^{T} \underline{v}_{K_{2}}=0}  \tag{5.270}\\
{\left[\begin{array}{lll}
1 & 1 & 0
\end{array}\right] \underline{v}_{K_{3}}=0 \Leftrightarrow \underline{c}_{2}^{T} \underline{v}_{K_{3}}=0}
\end{array}\right.
$$

[^38]At the end of this step we define $n=3$ matrices $\mathbf{S}_{i}$ as follows:

$$
\left\{\begin{align*}
& \mathbf{S}\left(\lambda_{K_{1}}\right)=\left[\begin{array}{cc}
\mathbf{A}-\lambda_{K_{1}} \mathbb{I} & \mathbf{B} \\
\underline{c}_{1}^{T} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{lll:ll}
3 & 0 & 0 & 0 & 1 \\
1 & 2 & 1 & 1 & 0 \\
0 & 1 & 3 & 0 & 1 \\
\hdashline 1 & 1 & -1 & 0 & 0
\end{array}\right]  \tag{5.271}\\
& \mathbf{S}\left(\lambda_{K_{2}}\right)=\left[\begin{array}{cc:cc}
\mathbf{A}-\lambda_{K_{2}} \mathbb{I} & \mathbf{B} \\
\underline{c}_{2}^{T} & \mathbf{0}
\end{array}\right]= {\left[\begin{array}{ccc:c}
4-4 j & 0 & 0 & 0 \\
1 & 3-4 j & 1 & 1 \\
0 & 1 & 4-4 j & 0 \\
\hdashline 1 & 1 & 0 & 0 \\
\hdashline 1 & 0
\end{array}\right] } \\
& \mathbf{S}\left(\lambda_{K_{3}}\right)=\left[\begin{array}{ccc}
\mathbf{A}-\lambda_{K_{3}} \mathbb{I} & \mathbf{B} \\
\underline{c}_{2}^{T} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{ccccc}
4+4 j & 0 & 0 & 0 & 1 \\
1 & 3+4 j & 1 & 1 & 0 \\
\hdashline 0 & 1 & 4+4 j & 0 & 1 \\
\hdashline 1 & \frac{1}{1} & 0 & 0 & 0
\end{array}\right]
\end{align*}\right.
$$

Then we compute matrix $\mathcal{N}_{S_{i}}$ whose columns constitute a basis of the right kernel of $\mathbf{S}_{i}$ :

$$
\mathbf{S}_{i} \mathcal{N}_{S_{i}}=\mathbf{S}_{i}\left[\begin{array}{l}
\mathbf{N}\left(\lambda_{K_{i}}\right)  \tag{5.272}\\
\mathbf{M}\left(\lambda_{K_{i}}\right)
\end{array}\right]=\mathbf{0}
$$

We get:

As far as each matrix $\mathcal{N}_{S_{i}}$ reduces here to be a column vector we set the non zero parameter vector $\underline{z}_{i}$ to 1 ; as a consequence vector $\underline{v}_{K_{i}}=\mathbf{N}\left(\lambda_{K_{i}}\right) \underline{z}_{i}$ is set to $\mathbf{N}\left(\lambda_{K_{i}}\right)$. Thus matrix eigenvector $\underline{v}_{K_{i}}$ is built from the $n=3$ first rows of $\mathcal{N}_{S_{i}}$. In order to manipulate real matrices during the computations, eigenvectors $\underline{v}_{K_{i}}$ and $\underline{\bar{v}}_{K_{i}}$ corresponding to complex conjugate eigenvalues are
replaced by $\operatorname{Re}\left(\underline{v}_{K_{i}}\right)$ and $\operatorname{Im}\left(\underline{v}_{K_{i}}\right)$ respectively:

$$
\left\{\begin{array}{l}
\underline{v}_{K_{1}}=\mathbf{N}\left(\lambda_{K_{1}}\right)=\left[\begin{array}{c}
-0.2581989 \\
0 \\
-0.2581989
\end{array}\right]  \tag{5.274}\\
\underline{v}_{K_{2}}=\mathbf{N}\left(\lambda_{K_{2}}\right)=\left[\begin{array}{c}
-0.0970284 \\
0.0970284 \\
-0.0970177
\end{array}\right] \\
\underline{v}_{K_{3}}=\mathbf{N}\left(\lambda_{K_{3}}\right)=\left[\begin{array}{c}
-0.0971143 \\
0.0971143 \\
-0.1213821
\end{array}\right]
\end{array}\right.
$$

Eigenvectors $\underline{v}_{K_{i}}$ compose each column of matrix $\mathbf{P}$. We get:

$$
\mathbf{P}=\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \underline{v}_{K_{2}} & \underline{v}_{K_{3}}
\end{array}\right]=\left[\begin{array}{ccc}
-0.2581989 & -0.0970284 & -0.0971143  \tag{5.275}\\
0 & 0.0970284 & 0.0971143 \\
-0.2581989 & -0.0970177 & -0.1213821
\end{array}\right]
$$

Finally a singular value decomposition of $\mathbf{B}$ is performed:

$$
\begin{align*}
\mathbf{B} & =\mathbf{U}\left[\begin{array}{c}
\boldsymbol{\Sigma} \\
\mathbf{0}
\end{array}\right] \mathbf{V}^{T} \\
& =\left[\begin{array}{ccc}
0.7071068 & 0 & -0.7071068 \\
0 & -1 & 0 \\
0.7071068 & 0 & 0.7071068
\end{array}\right]\left[\begin{array}{cc}
1.4142136 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] \tag{5.276}
\end{align*}
$$

Then we define $\mathbf{Y}=\boldsymbol{\Sigma} \mathbf{V}^{T}$ and suitably split $\mathbf{U}=\left[\begin{array}{ll}\mathbf{U}_{0} & \mathbf{U}_{1}\end{array}\right]$ such that $\mathbf{U}_{0}$ has $m=2$ columns:

$$
\left\{\begin{array}{l}
\mathbf{Y}=\boldsymbol{\Sigma} \mathbf{V}^{T}=\left[\begin{array}{cc}
1.4142136 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & 1.4142136 \\
-1 & 0
\end{array}\right]  \tag{5.277}\\
\mathbf{U}_{0}=\left[\begin{array}{cc}
0.7071068 & 0 \\
0 & -1 \\
0.7071068 & 0
\end{array}\right]
\end{array}\right.
$$

Let $\boldsymbol{\Lambda}_{c l}$ be the diagonal matrix of the closed-loop eigenvalues:

$$
\boldsymbol{\Lambda}_{c l}=\left[\begin{array}{lll}
\lambda_{K_{1}} & &  \tag{5.278}\\
& \lambda_{K_{2}} & \\
& & \lambda_{K_{3}}
\end{array}\right]=\left[\begin{array}{lll}
-3 & & \\
& -3+4 j & \\
& & -3-4 j
\end{array}\right]
$$

Then state feedback gain $\mathbf{K}$ is calculated as follows:

$$
\mathbf{K}=\mathbf{Y}^{-1} \mathbf{U}_{0}^{T}\left(\mathbf{A}-\mathbf{P} \boldsymbol{\Lambda}_{c l} \mathbf{P}^{-1}\right)=\left[\begin{array}{ccc}
-31 & 7 & 33  \tag{5.279}\\
35 & -5 & -32
\end{array}\right]
$$

We can check that the product $\mathbf{C P}$ satisfy the decoupling specifications. Indeed:

$$
\begin{align*}
\mathbf{C P} & =\mathbf{C}\left[\begin{array}{ccc}
\underline{v}_{K_{1}} & \underline{v}_{K_{2}} & \underline{v}_{K_{3}}
\end{array}\right]  \tag{5.280}\\
& =\left[\begin{array}{ccc}
0 & 0.0970177 & 0.1213821 \\
-0.2581989 & 0 & 0
\end{array}\right]:=\left[\begin{array}{ccc}
0 & * & * \\
* & 0 & 0
\end{array}\right]
\end{align*}
$$

### 5.10 Sensitivity to additive uncertainties

### 5.10.1 Sensitivity analysis

Let $\mathbf{A}_{c l}$ be the closed-loop state matrix and assume that $\mathbf{A}_{c l}$ is a diagonalizable matrix:

$$
\begin{equation*}
\mathbf{A}_{c l}=\mathbf{A}-\mathbf{B K} \tag{5.281}
\end{equation*}
$$

Let $\mathbf{P}$ be the matrix which is composed by the right eigenvectors $\underline{v}_{K_{i}}$ of $\mathbf{A}_{c l}$ corresponding to eigenvalue $\lambda_{K_{i}}$ and $\mathbf{P}^{-1}$ be the matrix which is composed by the left eigenvectors $\underline{w}_{K_{i}}$ of $\mathbf{A}_{c l}$ corresponding to eigenvalue $\lambda_{K_{i}}$ :

$$
\left\{\begin{array}{l}
\mathbf{P}=\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{n}}
\end{array}\right]  \tag{5.282}\\
\mathbf{P}^{-1}=\left[\begin{array}{c}
\underline{w}_{K_{1}}^{T} \\
\vdots \\
\underline{w}_{K_{n}}^{T}
\end{array}\right]
\end{array}\right.
$$

Let $\mathbf{A}_{c l}+\Delta \mathbf{A}$ be the perturbed state matrix subject to additive uncertainties $\Delta \mathbf{A}$. Then the Bauer-Fike theorem ${ }^{18}$ states that the variation $\Delta \lambda_{K_{i}}$ of the eigenvalues of the perturbed state matrix are bounded according to the following relation:

$$
\begin{equation*}
\max _{i}\left|\Delta \lambda_{K_{i}}\right| \leq \kappa(\mathbf{P})\|\Delta \mathbf{A}\|_{2} \tag{5.283}
\end{equation*}
$$

where:

$$
\mathbf{P}^{-1} \mathbf{A}_{c l} \mathbf{P}=\left[\begin{array}{lll}
\lambda_{K_{1}} & &  \tag{5.284}\\
& \ddots & \\
& & \lambda_{K_{n}}
\end{array}\right]
$$

Coefficient $\kappa(\mathbf{P})$ is called the condition number of matrix $\mathbf{P}$ and is defined as follows:

$$
\begin{equation*}
\kappa(\mathbf{P})=\sqrt{\frac{\lambda_{\max }\left(\mathbf{P}^{T} \mathbf{P}\right)}{\lambda_{\min }\left(\mathbf{P}^{T} \mathbf{P}\right)}} \tag{5.285}
\end{equation*}
$$

For a square invertible matrix $\mathbf{P}$ this reduces as follows:

$$
\begin{equation*}
\kappa(\mathbf{P})=\|\mathbf{P}\|_{2}\left\|\mathbf{P}^{-1}\right\|_{2} \tag{5.286}
\end{equation*}
$$

The induced matrix 2-norm $\|\mathbf{P}\|_{2}$ is defined as the largest singular value of $\mathbf{P}$, that is the root square of the largest eigenvalue of $\mathbf{P}^{T} \mathbf{P}$ (or $\mathbf{P} \mathbf{P}^{T}$ ).

According to (5.283), to guarantee a small variation of the assigned poles against possible perturbations $\Delta \mathbf{A}$, one has to achieve a small condition number $\kappa(\mathbf{P})$ of the eigenvector matrix.

To get this result we first rewrite the relation which links the eigenvalue $\lambda_{K_{i}}$ and the corresponding right eigenvector $\underline{v}_{K_{1}}$ :

$$
\begin{equation*}
\mathbf{A}_{c l} \underline{v}_{K_{i}}=\lambda_{K_{i}} \underline{v}_{K_{i}}, \quad i=1, \cdots, n \tag{5.287}
\end{equation*}
$$

[^39]Then the first order derivative of the preceding equation reads:

$$
\begin{equation*}
\Delta \mathbf{A} \underline{v}_{K_{i}}+\mathbf{A}_{c l} \Delta \underline{v}_{K_{i}}=\Delta \lambda_{K_{i}} \underline{v}_{K_{i}}+\lambda_{K_{i}} \Delta \underline{v}_{K_{i}} \tag{5.288}
\end{equation*}
$$

On the other hand the relation which links the eigenvalue $\lambda_{K_{i}}$ and the corresponding left eigenvector $\underline{v}_{K_{1}}$ is the following:

$$
\begin{equation*}
\underline{w}_{K_{i}}^{T} \mathbf{A}_{c l}=\lambda_{K_{i}} \underline{w}_{K_{i}}^{T}, \quad i=1, \cdots, n \tag{5.289}
\end{equation*}
$$

Pre-multiplying (5.288) by $\underline{w}_{K_{i}}^{T}$ and using (5.289) leads to the following expression of $d \lambda_{K_{i}}$ :

$$
\begin{align*}
& \underline{w}_{K_{i}}^{T} \Delta \mathbf{A} \underline{v}_{K_{i}}+\underline{w}_{K_{i}}^{T} \mathbf{A}_{c l} \Delta \underline{v}_{K_{i}}=\Delta \lambda_{K_{i}} \underline{w}_{K_{i}}^{T} \underline{v}_{K_{i}}+\lambda_{K_{i}} \underline{w}_{K_{i}}^{T} \Delta \underline{v}_{K_{i}} \\
& \Leftrightarrow \underline{w}_{K_{i}}^{T} \Delta \mathbf{A} \underline{v}_{K_{i}}+\lambda_{K_{i}} \underline{w}_{K_{i}}^{T} \Delta \underline{v}_{K_{i}}=\Delta \lambda_{K_{i}} \underline{w}_{K_{i}}^{T} \underline{v}_{K_{i}}+\underline{\lambda}_{K_{i}} \underline{w}_{K_{i}}^{T} \Delta \underline{v}_{K_{i}}  \tag{5.290}\\
& \Leftrightarrow \Delta \lambda_{K_{i}}=\frac{\underline{w}_{K_{i}}^{T} \Delta \underline{\mathbf{A}}_{K_{i}}}{\underline{w}_{K_{i}}^{T} \underline{v}_{K_{i}}}
\end{align*}
$$

As far as the left and right eigenvectors are normalized such that $\underline{w}_{K_{i}}^{T} \underline{v}_{K_{i}}=1$ we get:

$$
\begin{equation*}
\Delta \lambda_{K_{i}}=\underline{w}_{K_{i}}^{T} \Delta \mathbf{A} \underline{v}_{K_{i}} \tag{5.291}
\end{equation*}
$$

Be taking the norm of the preceding relation we finally obtain:

$$
\begin{equation*}
\left|\Delta \lambda_{K_{i}}\right| \leq\left\|\underline{v}_{K_{i}}\right\|_{2}\left\|\underline{w}_{K_{i}}^{T}\right\|_{2}\|\Delta \mathbf{A}\|_{2} \tag{5.292}
\end{equation*}
$$

From the fact that $\left\|\underline{v}_{K_{i}}\right\|_{2}\left\|\underline{w}_{K_{i}}^{T}\right\|_{2} \leq\|\mathbf{P}\|_{2}\left\|\mathbf{P}^{-1}\right\|_{2} \forall i$ we finally get:

$$
\begin{equation*}
\max _{i}\left|\Delta \lambda_{K_{i}}\right| \leq \kappa(\mathbf{P})\|\Delta \mathbf{A}\|_{2} \text { where } \kappa(\mathbf{P})=\|\mathbf{P}\|_{2}\left\|\mathbf{P}^{-1}\right\|_{2} \tag{5.293}
\end{equation*}
$$

### 5.10.2 Robust placement method

We have seen that the variation of each closed-loop eigenvalue is bounded by the following relation:

$$
\begin{equation*}
\left|\Delta \lambda_{K_{i}}\right| \leq\left\|\underline{v}_{K_{i}}\right\|_{2}\left\|\underline{w}_{K_{i}}^{T}\right\|_{2}\|\Delta \mathbf{A}\|_{2} \tag{5.294}
\end{equation*}
$$

Thus in order to minimize the sensitivity of the assigned eigenvalues it could be worth to minimize the following criteria:

$$
\begin{equation*}
J=\sum_{i} J_{i} \text { where } J_{i}=\left\|\underline{v}_{K_{i}}\right\|_{2}\left\|\underline{w}_{K_{i}}^{T}\right\|_{2} \tag{5.295}
\end{equation*}
$$

As far as $\underline{w}_{K_{i}}^{T} \underline{v}_{K_{i}}=1$ criteria $J_{i}$ reads:

$$
\begin{equation*}
J_{i}=\left\|\underline{v}_{K_{i}}\right\|_{2}\left\|\underline{w}_{K_{i}}^{T}\right\|_{2}=\frac{1}{\cos \left(\underline{v}_{K_{i}}, \underline{w}_{K_{i}}^{T}\right)} \tag{5.296}
\end{equation*}
$$

From the fact that $\underline{w}_{K_{i}}^{T} \underline{v}_{K_{j}}=0 \forall i \neq j$ we conclude that vector $\underline{w}_{K_{i}}^{T}$ is perpendicular to the subspace spanned by the vectors of matrix $\mathbf{V}_{i}$ where:

$$
\mathbf{V}_{i}=\left[\begin{array}{llllll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{i-1}} & \underline{v}_{K_{i+1}} & \cdots & \underline{v}_{K_{n}} \tag{5.297}
\end{array}\right]
$$

Thus $J_{i}$ can be interpreted as the inverse of the sinus of the angle between $\underline{v}_{K_{i}}$ and $\mathbf{V}_{i}$. Minimizing the sensitivity of the eigenvalues of $\mathbf{A}_{c l}=\mathbf{A}-\mathbf{B K}$ to perturbations can be done by choosing a set of eigenvectors $\underline{v}_{K_{i}}$ so that each is maximally orthogonal to the space spanned by the remaining vectors. In others words eigenvectors $\underline{v}_{K_{i}}$ are shaped such that they are as orthogonal as possible to the remaining eigenvectors, which consequently minimizes the condition number of $\kappa(\mathbf{P})$ where $\mathbf{P}=\left[\begin{array}{lll}\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{n}}\end{array}\right]$.

Unfortunately this method, known as Kautsky et al. method ${ }^{19}$, cannot handle complex eigenvalues in its original form, due to the need to update two complex conjugate eigenvectors at the same time.

To overcome this difficulty we present hereafter the method proposed by Byers et al. ${ }^{19}$ :

- Assuming that state matrix $\mathbf{A}$ is of dimension $n$ and that $(\mathbf{A}, \mathbf{B})$ is controllable we define $n$ closed-loop eigenvalues $\lambda_{K_{1}}, \cdots, \lambda_{K_{n}}$ and define $n$ matrices $\mathbf{S}_{i}$ as follows:

$$
\mathbf{S}_{i}=\left[\begin{array}{ll}
\mathbf{A}-\lambda_{K_{i}} \mathbb{I} & \mathbf{B} \tag{5.298}
\end{array}\right]
$$

- Then compute matrix $\mathcal{N}_{S_{i}}$ whose columns constitute a basis of the right kernel of $\mathbf{S}_{i}$ :

$$
\begin{equation*}
\mathbf{S}_{i} \mathcal{N}_{S_{i}}=\mathbf{0} \tag{5.299}
\end{equation*}
$$

For complex conjugate eigenvalues $\lambda_{K_{i}}$ and $\bar{\lambda}_{K_{i}}$, the corresponding matrices $\mathcal{N}_{S_{i}}$ and $\overline{\mathcal{N}}_{S_{i}}$ are also complex conjugates. They are replaced by their real and imaginary part, $\operatorname{Re}\left(\mathcal{N}_{S_{i}}\right)$ and $\operatorname{Im}\left(\mathcal{N}_{S_{i}}\right)$, respectively.

Matrix $\mathcal{N}_{S_{i}}$ is a $(n+m) \times s_{i}$ matrix, where $s_{i}=m$ unless $\lambda_{K_{i}}$ is an uncontrollable mode of the pair ( $\mathbf{A}, \mathbf{B}$ ) in which case $s_{i}>m$. In the following we will assume that none of the $\lambda_{K_{i}}$ 's is an uncontrollable mode of the pair $(\mathbf{A}, \mathbf{B})$ and consequently $s_{i}=m$.

- We denote $\mathbf{Z}$ the following $n m \times n$ block diagonal free parameters matrix build from $n$ blocks $\underline{z}\left(\lambda_{K_{1}}\right)$ of size $m \times 1$.

$$
\mathbf{Z}=\left[\begin{array}{ccc}
\underline{z}\left(\lambda_{K_{1}}\right) & & \underline{0}  \tag{5.300}\\
& \ddots & \\
\underline{0} & & \underline{z}\left(\lambda_{K_{n}}\right)
\end{array}\right]
$$

For complex conjugate eigenvalues $\lambda_{K_{i}}$ and $\bar{\lambda}_{K_{i}}$, the corresponding free parameters matrices $\underline{z}\left(\lambda_{K_{i}}\right)$ and $\underline{z}\left(\bar{\lambda}_{K_{i}}\right)$ shall be chosen to be equal:

$$
\begin{equation*}
\underline{z}\left(\lambda_{K_{i}}\right)=\underline{z}\left(\bar{\lambda}_{K_{i}}\right) \tag{5.301}
\end{equation*}
$$

[^40]- Let $\mathbf{R}(\mathbf{Z})$ be the following $(n+m) \times n$ matrix defined as the product between matrix $\left[\begin{array}{lll}\mathcal{N}_{S_{1}} & \cdots & \mathcal{N}_{S_{n}}\end{array}\right]$ of size $(n+m) \times n m$ and the free parameters matrix $\mathbf{Z}$ of size $n m \times n$ :

$$
\mathbf{R}(\mathbf{Z})=\left[\begin{array}{lll}
\mathcal{N}_{S_{1}} & \cdots & \mathcal{N}_{S_{n}} \tag{5.302}
\end{array}\right] \times \mathbf{Z}
$$

Matrix $\mathbf{R}(\mathbf{Z})$ is then compatibly partitioned between matrix $\mathbf{N}(\mathbf{Z})$ and matrix $\mathbf{M}(\mathbf{Z})$. Matrix $\mathbf{N}(\mathbf{Z})$ is a $n \times n$ matrix which is built from the $n$ first rows of $\mathbf{R}(\mathbf{Z})$ :

$$
\mathbf{R}(\mathbf{Z})=\left[\begin{array}{c}
\mathbf{N}(\mathbf{Z})  \tag{5.303}\\
\mathbf{M}(\mathbf{Z})
\end{array}\right]
$$

- Then Schmid et al. ${ }^{20}$ have shown that for almost every choice of the parameter matrix $\mathbf{Z}$ the rank of matrix $\mathbf{N}(\mathbf{Z})$ is equal to $n$ as well as the rank of matrix $\mathbf{Z}$. Furthermore the $m \times n$ gain matrix $\mathbf{K}$ such that the eigenvalues of $\mathbf{A}_{c l}=\mathbf{A}-\mathbf{B K}$ read $\left(\lambda_{K_{1}}, \cdots, \lambda_{K_{n}}\right)$ is given by:

$$
\begin{equation*}
\mathbf{K}=-\mathbf{M}(\mathbf{Z}) \mathbf{N}(\mathbf{Z})^{-1} \tag{5.304}
\end{equation*}
$$

Last but not least we have:

$$
\begin{equation*}
\max _{i}\left|\Delta \lambda_{K_{i}}\right| \leq \kappa(\mathbf{N}(\mathbf{Z}))\|\Delta \mathbf{A}\|_{2} \tag{5.305}
\end{equation*}
$$

Coefficient $\kappa(\mathbf{N}(\mathbf{Z}))$ is called the condition number of matrix $\mathbf{N}(\mathbf{Z})$ and is defined as follows:

$$
\begin{equation*}
\kappa(\mathbf{N}(\mathbf{Z}))=\|\mathbf{N}(\mathbf{Z})\|_{2}\left\|\mathbf{N}(\mathbf{Z})^{-1}\right\|_{2} \tag{5.306}
\end{equation*}
$$

$\|\mathbf{N}(\mathbf{Z})\|_{2}$ is the induced matrix 2-norm and is defined as the largest singular value of $\mathbf{N}(\mathbf{Z})$; similarly $\|\Delta \mathbf{A}\|_{2}$ is the largest singular value of $\Delta \mathrm{A}$.
Consequently the free parameters matrix $\mathbf{Z}$ can be used to minimize the sensitivity of the closed-loop state matrix $\mathbf{A}_{c l}$ to additive uncertainties.

### 5.10.3 Lyapunov approach

Assume that the closed-loop dynamics reads as follows, where the state matrix $\mathbf{A}_{c l}$ is asymptotically stable:

$$
\begin{equation*}
\underline{\dot{x}}(t)=\left(\mathbf{A}_{c l}+\Delta \mathbf{A}\right) \underline{x}(t) \tag{5.307}
\end{equation*}
$$

Denoting $\sigma_{\max }(\mathbf{X})$ the maximum singular value of $\mathbf{X}=\mathbf{X}^{T} \geq 0$ and $\sigma_{\text {min }}(\mathbf{X})$ the minimum singular value of $\mathbf{X}$, it is known ${ }^{21}$ that the closed-loop remains asymptotically stable for all $\Delta \mathbf{A}$ such that:

$$
\begin{equation*}
\sigma_{\max }(\Delta \mathbf{A}) \leq \frac{\sigma_{\min }\left(\mathbf{Q}^{1 / 2}\right)}{\sigma_{\max }\left(\mathbf{Q}^{-1 / 2} \mathbf{P}\right)} \tag{5.308}
\end{equation*}
$$

[^41]where $\mathbf{Q}=\mathbf{Q}^{T} \geq 0$ and where $\mathbf{P}=\mathbf{P}^{T}>0$ is the solution of the following Lyapunov equation:
\[

$$
\begin{equation*}
\mathbf{A}_{c l}^{T} \mathbf{P}+\mathbf{P} \mathbf{A}_{c l}+2 \mathbf{Q}=\mathbf{0} \tag{5.309}
\end{equation*}
$$

\]

Thus, the smaller the two-norm of $\mathbf{P}$ is, the more robustly stable the closedloop system will be to unstructured parametric variations.

Moreover, the bound is maximum when matrix $\mathbf{Q}=\mathbb{I}$ is assigned in the Lyapunov equation.

To get this result, let $V(\underline{x})$ the following candidate Lyapunov function where $\mathbf{P}=\mathbf{P}^{T}>0$ :

$$
\begin{equation*}
V(\underline{x})=\underline{x}^{T} \mathbf{P} \underline{x}>0 \forall \underline{x} \neq \underline{0} \tag{5.310}
\end{equation*}
$$

The sufficient condition for stability reads:

$$
\begin{equation*}
\frac{d V(\underline{x})}{d t} \leq 0 \tag{5.311}
\end{equation*}
$$

where:

$$
\begin{align*}
\frac{d V(\underline{x})}{d t} & =\frac{d x}{d t}^{T} \mathbf{P} \underline{x}+\underline{x}^{T} \mathbf{P} \frac{d x}{d t} \\
& =\left(\left(\mathbf{A}_{c l}+\Delta \mathbf{A}\right) \underline{x}\right)^{T} \mathbf{P} \underline{x}+\underline{x}^{T} \mathbf{P}\left(\left(\mathbf{A}_{c l}+\Delta \mathbf{A}\right) \underline{x}\right) \\
& =\underline{x}^{T}\left(\mathbf{A}_{c l}+\Delta \mathbf{A}\right)^{T} \mathbf{P} \underline{x}+\underline{x}^{T} \mathbf{P}\left(\mathbf{A}_{c l}+\Delta \mathbf{A}\right) \underline{x}  \tag{5.312}\\
& =\underline{x}^{T}\left(\mathbf{A}_{c l}^{T} \mathbf{P}+\mathbf{P} \mathbf{A}_{c l}\right) \underline{x}+\underline{x}^{T}\left(\Delta \mathbf{A}^{T} \mathbf{P}+\mathbf{P} \Delta \mathbf{A}\right) \underline{x} \\
& =\underline{x}^{T}\left(\mathbf{A}_{c l}^{T} \mathbf{P}+\mathbf{P A}_{c l}\right) \underline{x}+2 \underline{x}^{T} \Delta \mathbf{A}^{T} \mathbf{P} \underline{x}
\end{align*}
$$

Because $\mathbf{A}_{c l}$ is asymptotically stable, we have $\underline{x}^{T}\left(\mathbf{A}_{c l}^{T} \mathbf{P}+\mathbf{P} \mathbf{A}_{c l}\right) \underline{x} \leq 0$. This inequality is rewritten as equality (5.309) as follows:

$$
\begin{equation*}
\mathbf{A}_{c l}^{T} \mathbf{P}+\mathbf{P} \mathbf{A}_{c l}=-2 \mathbf{Q} \tag{5.313}
\end{equation*}
$$

Thus the sufficient condition for robust stability becomes:

$$
\begin{align*}
& -2 \underline{x}^{T} \mathbf{Q} \underline{x}+2 \underline{x}^{T} \Delta \mathbf{A}^{T} \mathbf{P} \underline{x} \leq 0 \\
& \Leftrightarrow \underline{x}^{T} \Delta \mathbf{A}^{T} \mathbf{P} \underline{x} \leq \underline{x}^{T} \mathbf{Q} \underline{x} \tag{5.314}
\end{align*}
$$

Because $\mathbf{Q}=\mathbf{Q}^{T} \geq 0$, we have $\mathbf{Q}=\mathbf{Q}^{1 / 2} \mathbf{Q}^{1 / 2}$ where $\mathbf{Q}^{1 / 2}=\left(\mathbf{Q}^{1 / 2}\right)^{T} \geq 0$. Making the slight modification $\underline{x}=\left(\mathbf{Q}^{-1 / 2} \mathbf{Q}^{1 / 2}\right) \underline{x}$, the preceding inequality is equivalently rewritten as follows:

$$
\begin{equation*}
\underline{x}^{T} \Delta \mathbf{A}^{T} \mathbf{P} \underline{x}=\underline{x}^{T} \Delta \mathbf{A}^{T} \mathbf{P}\left(\mathbf{Q}^{-1 / 2} \mathbf{Q}^{1 / 2}\right) \underline{x} \leq\left(\mathbf{Q}^{1 / 2} \underline{x}\right)^{T}\left(\mathbf{Q}^{1 / 2} \underline{x}\right) \tag{5.315}
\end{equation*}
$$

The preceding inequality is equivalently given by:

$$
\begin{equation*}
\left(\mathbf{Q}^{-1 / 2} \mathbf{P} \Delta \mathbf{A} \underline{x}\right)^{T}\left(\mathbf{Q}^{1 / 2} \underline{x}\right) \leq\left(\mathbf{Q}^{1 / 2} \underline{x}\right)^{T}\left(\mathbf{Q}^{1 / 2} \underline{x}\right) \tag{5.316}
\end{equation*}
$$

Then a sufficient condition for stability can be given as:

$$
\begin{equation*}
\left\|\mathbf{Q}^{-1 / 2} \mathbf{P} \Delta \mathbf{A} \underline{x}\right\| \leq\left\|\mathbf{Q}^{1 / 2} \underline{x}\right\| \tag{5.317}
\end{equation*}
$$

Knowing that:

$$
\begin{equation*}
\left\|\mathbf{Q}^{-1 / 2} \mathbf{P} \Delta \mathbf{A} \underline{x}\right\| \leq \sigma_{\max }\left(\mathbf{Q}^{-1 / 2} \mathbf{P}\right)\|\Delta \mathbf{A} \underline{x}\| \tag{5.318}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\mathbf{Q}^{1 / 2} \underline{x}\right\| \geq \sigma_{\min }\left(\mathbf{Q}^{1 / 2}\right)\|\underline{x}\| \tag{5.319}
\end{equation*}
$$

Then (5.317) is sufficiently justified when the following inequality holds, which complete the proof:

$$
\begin{equation*}
\sigma_{\max }\left(\mathbf{Q}^{-1 / 2} \mathbf{P}\right)\|\Delta \mathbf{A} \underline{x}\| \leq \sigma_{\min }\left(\mathbf{Q}^{1 / 2}\right)\|\underline{x}\| \tag{5.320}
\end{equation*}
$$

### 5.10.4 Eigenvalues derivatives

Assume that the closed-loop dynamics reads as follows:

$$
\begin{equation*}
\underline{\dot{x}}(t)=(\mathbf{A}-\mathbf{B K C}) \underline{x}(t) \tag{5.321}
\end{equation*}
$$

The eigenvalues $\lambda_{K_{i}}$ and corresponding right and left eigenvectors, $\underline{v}_{K_{i}}$ and $\underline{w}_{K_{i}}$ respectively, are given by the solutions of the following equations:

$$
\left\{\begin{array}{l}
\left(-\lambda_{K_{i}} \mathbb{I}+\mathbf{A}-\mathbf{B K C}\right) \underline{v}_{K_{i}}=\underline{0}  \tag{5.322}\\
\underline{w}_{K_{i}}^{T}\left(-\lambda_{K_{i}} \mathbb{I}+\mathbf{A}-\mathbf{B K C}\right)=\underline{0}
\end{array}\right.
$$

Differentiating the first equation of (5.322) with respect to $\mathbf{K}$ reads:

$$
\begin{equation*}
\left(-\frac{\partial \lambda_{K_{i}}}{\partial \mathbf{K}}+\frac{\partial(\mathbf{A}-\mathbf{B K C})}{\partial \mathbf{K}}\right) \underline{v}_{K_{i}}+\left(-\lambda_{K_{i}} \mathbb{I}+\mathbf{A}-\mathbf{B K C}\right) \frac{\partial \underline{v}_{K_{i}}}{\partial \mathbf{K}}=\underline{0} \tag{5.323}
\end{equation*}
$$

This equation is now multiplied by $\underline{w}_{K_{i}}^{T}$ and the second term is then zero because of the second equation of (5.322):

$$
\begin{equation*}
\underline{w}_{K_{i}}^{T}\left(-\frac{\partial \lambda_{K_{i}}}{\partial \mathbf{K}} \mathbb{I}+\frac{\partial(\mathbf{A}-\mathbf{B K C})}{\partial \mathbf{K}}\right) \underline{v}_{K_{i}}=\underline{0} \tag{5.324}
\end{equation*}
$$

Finally if $\lambda_{K_{i}}$ is an eigenvalue of $\mathbf{A}-\mathbf{B K C}$ then it can be shown that ${ }^{22}$ :

$$
\begin{equation*}
\frac{\partial \lambda_{K_{i}}}{\partial \mathbf{K}}=-\frac{\mathbf{B}^{T} \underline{w}_{K_{i}} \underline{v}_{K_{i}}^{T} \mathbf{C}^{T}}{\underline{w}_{K_{i}}^{T} \underline{v}_{K_{i}}} \tag{5.325}
\end{equation*}
$$

where $\underline{w}_{K_{i}}$ and $\underline{v}_{K_{i}}$ are the row and column eigenvectors of $\mathbf{A}-\mathbf{B K C}$ corresponding to $\lambda_{K_{i}}$.

More generally, for differential equations of the form:

$$
\begin{equation*}
\mathbf{M} \underline{\ddot{x}}+\mathbf{C} \underline{\dot{x}}+\mathbf{D} \underline{x}=\underline{u} \tag{5.326}
\end{equation*}
$$

the eigenvalues $\lambda_{K_{i}}$ and corresponding right and left eigenvectors, $\underline{v}_{K_{i}}$ and $\underline{w}_{K_{i}}$ respectively, are given by the solutions of the following equations ${ }^{23}$ :

$$
\left\{\begin{array}{l}
\left(\lambda_{K_{i}}^{2} \mathbf{M}+\mathbf{C} \lambda_{K_{i}}+\mathbf{D}\right) \underline{v}_{K_{i}}=\underline{0}  \tag{5.327}\\
\underline{w}_{K_{i}}^{T}\left(\lambda_{K_{i}}^{2} \mathbf{M}+\mathbf{C} \lambda_{K_{i}}+\mathbf{D}\right)=\underline{0}
\end{array}\right.
$$

[^42]
### 5.11 Input-output decoupling control

### 5.11.1 Necessary and sufficient condition

We consider the following state-space representation of a controllable and observable square system where $\underline{u}(t) \in \mathbb{R}^{m}$ denotes the control input, $\underline{x}(t) \in \mathbb{R}^{n}$ the state vector and $\underline{y}(t) \in \mathbb{R}^{p}, p=m$ the output vector (which has the same size that control input $\underline{u}(t))$ :

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t) \quad \text { where } \operatorname{dim}(\underline{y}(t))=\operatorname{dim}(\underline{u}(t)), ~  \tag{5.328}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

Let's assume that $\underline{u}(t)$ can be split into $\left[\underline{u}_{1}(t) \underline{u}_{2}(t)\right]^{T}$; similarly we assume that $\underline{y}(t)$ can be split into $\left[\underline{y}_{1}(t) \underline{y}_{2}(t)\right]^{T}$. Thus the state-space representation reads:

$$
\left\{\begin{array}{l}
\dot{\underline{x}}(t)=\mathbf{A} \underline{x}(t)+\left[\begin{array}{ll}
\mathbf{B}_{1} & \mathbf{B}_{2}
\end{array}\right]\left[\begin{array}{l}
\underline{u}_{1}(t) \\
\underline{u}_{2}(t)
\end{array}\right]  \tag{5.329}\\
{\left[\begin{array}{l}
\underline{y}_{1}(t) \\
\underline{\underline{y}}_{2}(t)
\end{array}\right]=\left[\begin{array}{l}
\mathbf{C}_{1} \\
\mathbf{C}_{2}
\end{array}\right] \underline{x}(t)}
\end{array}\right.
$$

The transfer function from $\underline{u}_{1}(t)$ to $\underline{y}_{2}(t)$ is obtained by setting $\underline{u}_{2}(t)=\underline{0}$ and assuming no initial condition. We get:

$$
\begin{equation*}
\mathbf{F}_{u_{1} y_{2}}(s)=\mathbf{C}_{2}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}_{1} \tag{5.330}
\end{equation*}
$$

Thus input $\underline{u}_{1}(t)$ and output $\underline{y}_{2}(t)$ will be decoupled as soon as transfer function $\mathbf{F}_{u_{1} y_{2}}(s)$ is null:

$$
\begin{equation*}
\mathbf{F}_{u_{1} y_{2}}(s)=\mathbf{C}_{2}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}_{1}=\mathbf{0} \tag{5.331}
\end{equation*}
$$

This condition is equivalent to the existence of an invertible change of basis matrix $\mathbf{P}$ which defines a new state vector $\underline{\xi}(t)$ as follows:

$$
\underline{x}(t)=\mathbf{P} \underline{\xi}(t) \Leftrightarrow \underline{\xi}(t)=\mathbf{P}^{-1} \underline{x}(t) \Rightarrow\left\{\begin{array}{l}
\dot{\dot{\xi}}(t)=\widetilde{\widetilde{\mathbf{A}}} \underline{\xi}(t)+\widetilde{\mathbf{B}} \underline{u}(t)  \tag{5.332}\\
\underline{y}(t)=\widetilde{\mathbf{C}} \underline{\xi}(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\widetilde{\mathbf{A}}=\mathbf{P}^{-1} \mathbf{A P}:=\left[\begin{array}{ll}
\widetilde{\mathbf{A}}_{11} & \mathbf{0} \\
\widetilde{\mathbf{A}}_{21} & \widetilde{\mathbf{A}}_{22}
\end{array}\right]  \tag{5.333}\\
\widetilde{\mathbf{B}}=\mathbf{P}^{-1}\left[\begin{array}{ll}
\mathbf{B}_{1} & \left.\mathbf{B}_{2}\right]:=\left[\begin{array}{ll}
\widetilde{\mathbf{B}}_{1} & \widetilde{\mathbf{B}}_{2}
\end{array}\right] \text { where } \widetilde{\mathbf{B}}_{1}=\mathbf{P}^{-1} \mathbf{B}_{1}=\left[\begin{array}{c}
\mathbf{0} \\
\widetilde{\mathbf{B}}_{21}
\end{array}\right] \\
\widetilde{\mathbf{C}}=\left[\begin{array}{l}
\mathbf{C}_{1} \\
\mathbf{C}_{2}
\end{array}\right] \mathbf{P}:=\left[\begin{array}{l}
\widetilde{\mathbf{C}}_{1} \\
\widetilde{\mathbf{C}}_{2}
\end{array}\right] \text { where } \widetilde{\mathbf{C}}_{2}=\mathbf{C}_{2} \mathbf{P}=\left[\begin{array}{cc}
\widetilde{\mathbf{C}}_{21} & \mathbf{0}
\end{array}\right]
\end{array}\right. \text {. }
\end{array}\right.
$$

Indeed:

$$
\begin{align*}
\mathbf{C}_{2}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}_{1} & =\mathbf{C}_{2}\left(s \mathbf{P} \mathbf{P}^{-1}-\mathbf{A}\right)^{-1} \mathbf{B}_{1} \\
& =\mathbf{C}_{2}\left(\mathbf{P}\left(s \mathbb{I}-\mathbf{P}^{-1} \mathbf{A P}\right) \mathbf{P}^{-1}\right)^{-1} \mathbf{B}_{1} \\
& =\mathbf{C}_{2} \mathbf{P}\left(s \mathbb{I}-\mathbf{P}^{-1} \mathbf{A P}\right)^{-1} \mathbf{P}^{-1} \mathbf{B}_{1} \\
& =\left[\begin{array}{cc}
\widetilde{\mathbf{C}}_{21} & \mathbf{0}
\end{array}\right](s \mathbb{I}-\widetilde{\mathbf{A}})^{-1}\left[\begin{array}{c}
\mathbf{0} \\
\widetilde{\mathbf{B}}_{21}
\end{array}\right]  \tag{5.334}\\
& =\left[\begin{array}{ll}
\widetilde{\mathbf{C}}_{21} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbf{0} \\
(s \mathbb{I}-\widetilde{\mathbf{A}})^{-1} \widetilde{\mathbf{B}}_{21}
\end{array}\right] \\
& =\mathbf{0}
\end{align*}
$$

This completes the proof.
Moreover, from Neumann's theory, it is known that the inverse $\mathbf{M}^{-1}$ of a nonsingular matrix $\mathbf{M}$ has the following series expansion as soon as the spectral radius of the square matrix $\mathbb{I}-\mathbf{X M}$, that is the maximum moduli of its eigenvalues, is lower than $1^{24}$ :

$$
\begin{equation*}
\mathbf{M}^{-1}=\sum_{k=0}^{\infty}(\mathbb{I}-\mathbf{X M})^{k} \mathbf{X} \tag{5.335}
\end{equation*}
$$

Setting $\mathbf{X}=\mathbb{I}$ and $\mathbf{M}=\mathbb{I}-\mathbf{A}$ we get:

$$
\begin{equation*}
(\mathbb{I}-\mathbf{A})^{-1}=\sum_{k=0}^{\infty} \mathbf{A}^{k} \tag{5.336}
\end{equation*}
$$

This relation can be related to the series expansion of $(s \mathbb{I}-\mathbf{A})^{-1}$ as follows:

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A})^{-1}=\frac{1}{s}\left(\mathbb{I}-\frac{\mathbf{A}}{s}\right)^{-1}=\frac{1}{s} \sum_{k=0}^{\infty}\left(\frac{\mathbf{A}}{s}\right)^{k}=\sum_{k=1}^{\infty} \frac{\mathbf{A}^{k-1}}{s^{k}} \tag{5.337}
\end{equation*}
$$

Thus transfer function $\mathbf{F}_{u_{1} y_{2}}(s)$ reads:

$$
\begin{equation*}
\mathbf{F}_{u_{1} y_{2}}(s)=\mathbf{C}_{2}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}_{1}=\sum_{k=1}^{\infty} \mathbf{C}_{2} \frac{\mathbf{A}^{k-1}}{s^{k}} \mathbf{B}_{1} \tag{5.338}
\end{equation*}
$$

We conclude that transfer function $\mathbf{F}_{u_{1} y_{2}}(s)$ is null as soon as the following relation holds:

$$
\begin{equation*}
\mathbf{F}_{u_{1} y_{2}}(s)=\mathbf{0} \Leftrightarrow \mathbf{C}_{2} \mathbf{A}^{k} \mathbf{B}_{1}=\mathbf{0} \quad \forall k \geq 0 \tag{5.339}
\end{equation*}
$$

Let $\mathbf{Q}_{c 1}$ be the following controllability matrix:

$$
\mathbf{Q}_{c 1}=\left[\begin{array}{llll}
\mathbf{B}_{1} & \mathbf{A} \mathbf{B}_{1} & \cdots & \mathbf{A}^{n-1} \mathbf{B}_{1} \tag{5.340}
\end{array}\right]
$$

Let $\mathbf{Q}_{o 2}$ be the following observability matrix:

$$
\mathbf{Q}_{o 2}=\left[\begin{array}{c}
\mathbf{C}_{2}  \tag{5.341}\\
\mathbf{C}_{2} \mathbf{A} \\
\vdots \\
\mathbf{C}_{2} \mathbf{A}^{n-1}
\end{array}\right]
$$

[^43]Then relation (5.339) with Cayley-Hamilton theorem indicates that a necessary and sufficient condition for $\underline{u}_{1}(t)$ to be decoupled from $\underline{y}_{2}(t)$ is that the controllable subspace of $\left(\mathbf{A}, \mathbf{B}_{1}\right)$ is contained in the unobservable subspace of $\left(\mathbf{A}, \mathbf{C}_{2}\right)$. Denoting $\operatorname{ker}\left(\mathbf{Q}_{o 2}\right)$ the kernel of $\mathbf{Q}_{o 2}$ and by range $\left(\mathbf{Q}_{c 1}\right)$ the span of $\mathbf{Q}_{\text {c1 }}$, we shall have ${ }^{25}$ :

$$
\begin{equation*}
\operatorname{range}\left(\mathbf{Q}_{c 1}\right) \subset \operatorname{ker}\left(\mathbf{Q}_{o 2}\right) \tag{5.342}
\end{equation*}
$$

### 5.11.2 Relative degree

In this section, we consider the input-output decoupling of the following square system:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.343}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array} \quad \text { where } \operatorname{dim}(\underline{y}(t))=\operatorname{dim}(\underline{u}(t))\right.
$$

We will assume that the input vector $\underline{u}(t)$ and the output vector $\underline{y}(t)$ are of dimension $m$ and we denote $\underline{c}_{i}^{T}$ the $i^{\text {th }}$ row of output matrix $\mathbf{C}$ :

$$
\operatorname{dim}(\underline{y}(t))=\operatorname{dim}(\underline{u}(t))=m \Rightarrow \mathbf{C}:=\left[\begin{array}{c}
\underline{c}_{1}^{T}  \tag{5.344}\\
\vdots \\
\underline{c}_{m}^{T}
\end{array}\right]
$$

Let $y_{1}(t)$ be the first component of $\underline{y}(t)$ :

$$
\begin{equation*}
y_{1}(t)=\underline{c}_{1}^{T} \underline{x}(t) \tag{5.345}
\end{equation*}
$$

The first time derivative of $y_{1}(t)$ reads:

$$
\begin{equation*}
\frac{d}{d t} y_{1}(t)=\underline{c}_{1}^{T} \underline{\dot{x}}(t)=\underline{c}_{1}^{T} \mathbf{A} \underline{x}(t)+\underline{c}_{1}^{T} \mathbf{B} \underline{u}(t) \tag{5.346}
\end{equation*}
$$

We compute the time derivative of $y_{1}(t)$ until some components of the input vector $\underline{u}(t)$ explicitly appears in the time derivative. Let $r_{1} \geq 1$ be the lowest order of the derivative such that $\underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \mathbf{B} \neq \underline{0}$ :

$$
\begin{equation*}
\frac{d^{r_{1}}}{d t^{r_{1}}} y_{1}(t)=\underline{c}_{1}^{T} \mathbf{A}^{r_{1}} \underline{x}(t)+\underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \mathbf{B} \underline{u}(t) \text { where } \underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \mathbf{B} \neq \underline{0}, r_{1} \geq 1 \tag{5.347}
\end{equation*}
$$

More generally, let $r_{i} \geq 1$ be the lowest order of the derivative of the $i^{\text {th }}$ component of the output vector $\underline{y}(t)$ such that some components of the input vector $\underline{u}(t)$ explicitly appears in the time derivative. Then for $i=1, \cdots, m$, the corresponding $r_{i}$ is such that:

$$
\begin{equation*}
\frac{d^{r_{i}}}{d t^{r_{i}}} y_{i}(t)=\underline{c}_{i}^{T} \mathbf{A}^{r_{i}} \underline{x}(t)+\underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \mathbf{B} \underline{u}(t) \text { where } \underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \mathbf{B} \neq \underline{0}, r_{i} \geq 1 \tag{5.348}
\end{equation*}
$$

[^44]Equations (5.347) and (5.348) are written in vector form for $i=1, \cdots, m$ as follows:

$$
\left[\begin{array}{c}
y_{1}^{\left(r_{1}\right)}(t)  \tag{5.349}\\
\vdots \\
y_{m}^{\left(r_{m}\right)}(t)
\end{array}\right]=\left[\begin{array}{c}
\underline{c}_{1}^{T} \mathbf{A}^{r_{1}} \\
\vdots \\
\underline{c}_{m}^{T} \mathbf{A}^{r_{m}}
\end{array}\right] \underline{x}(t)+\left[\begin{array}{c}
\underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \\
\vdots \\
\underline{c}_{m}^{T} \mathbf{A}^{r_{m}-1}
\end{array}\right] \underline{\mathbf{B}} \underline{u}(t)
$$

or, equivalently:

$$
\left[\begin{array}{c}
y_{1}^{\left(r_{1}\right)}(t)  \tag{5.350}\\
\vdots \\
y_{m}^{\left(r_{m}\right)}(t)
\end{array}\right]=\mathbf{A}^{*} \underline{x}(t)+\mathbf{B}^{*} \underline{u}(t) \text { where }\left\{\begin{array}{c}
\mathbf{A}^{*}:=\left[\begin{array}{c}
\underline{c}_{1}^{T} \mathbf{A}^{r_{1}} \\
\vdots \\
c_{m}^{T} \mathbf{A}^{r_{m}}
\end{array}\right] \\
\mathbf{B}^{*}:=\left[\begin{array}{c}
\underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \\
\vdots \\
\underline{c}_{m}^{T} \mathbf{A}^{r_{m}-1}
\end{array}\right] \mathbf{B}
\end{array}\right.
$$

Coefficients $r_{i}$ are called relative degrees of output $y_{i}(t)$. For SISO systems, the relative degree corresponds to the difference between the degree of the denominator and the degree of the numerator of the transfer function.

### 5.11.3 Falb-Wolovich decoupling method

Falb-Wolovich decoupling method was published in $1967^{26}$. Assume that we desire to set the transfer function between $Y_{i}(s)$ and its commanded value $Y_{c_{i}}(s)$ as follows where $\lambda_{i, r_{i}}, i=1, \cdots, r_{i}$ represents the $r_{i}$ desired closed-loop poles of the transfer function:

$$
\begin{equation*}
\frac{Y_{i}(s)}{Y_{c_{i}}(s)}:=\frac{\left(-\lambda_{i, 1}\right) \cdots\left(-\lambda_{i, r_{i}}\right)}{\left(s-\lambda_{i, 1}\right) \cdots\left(s-\lambda_{i, r_{i}}\right)} \quad \text { where } i=1, \cdots, m \tag{5.351}
\end{equation*}
$$

Once the closed-loop transfer function $\frac{Y_{i}(s)}{Y_{c_{i}}(s)}$ is developed we get:

$$
\begin{equation*}
\frac{Y_{i}(s)}{Y_{c_{i}}(s)}=\frac{a_{i, 0}}{s^{r_{i}}+a_{i, r_{i}-1} s^{r_{i}-1}+\cdots+a_{i, 1} s+a_{i, 0}}:=\frac{a_{i, 0}}{\phi_{i}(s)} \tag{5.352}
\end{equation*}
$$

Note that closed-loop transfer function $\frac{Y_{i}(s)}{Y_{c_{i}}(s)}$ has a unity static feedback gain;

$$
\begin{equation*}
\left.\frac{Y_{i}(s)}{Y_{c_{i}}(s)}\right|_{s=0}=1 \tag{5.353}
\end{equation*}
$$

Then we define matrix $\widetilde{\mathbf{A}}^{*}$ as follows:

$$
\widetilde{\mathbf{A}}^{*}=\left[\begin{array}{c}
\underline{c}_{1}^{T} \phi_{1}(\mathbf{A})  \tag{5.354}\\
\vdots \\
\underline{c}_{m}^{T} \phi_{m}(\mathbf{A})
\end{array}\right]
$$

where $\phi_{i}(\mathbf{A}):=\mathbf{A}^{r_{i}}+a_{i, r_{i}-1} \mathbf{A}^{r_{i}-1}+\cdots+a_{i, 1} \mathbf{A}+a_{i, 0} \mathbb{I}$

[^45]Assuming that $\mathbf{B}^{*}$ in (5.350) is non-singular, control vector $\underline{u}(t)$ is chosen as follows:

$$
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\mathbf{H} \underline{r}(t) \text { where }\left\{\begin{array}{l}
\mathbf{K}:=\left(\mathbf{B}^{*}\right)^{-1} \widetilde{\mathbf{A}}^{*}  \tag{5.355}\\
\\
\mathbf{H}:=\left(\mathbf{B}^{*}\right)^{-1}\left[\begin{array}{lll}
a_{1,0} & & \\
& \ddots & \\
& & a_{m, 0}
\end{array}\right]
\end{array}\right.
$$

Then the closed-loop transfer function reads:

$$
\mathbf{G}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B H}:=\left[\begin{array}{lll}
\frac{a_{1,0}}{\phi_{1}(s)} & &  \tag{5.356}\\
& \ddots & \\
& & \frac{a_{m, 0}}{\phi_{m}(s)}
\end{array}\right]
$$

Indeed, coming back in the time domain, (5.352) reads:

$$
\begin{gather*}
y_{i}^{\left(r_{i}\right)}(t)+a_{i, r_{i}-1} y_{i}^{\left(r_{i}-1\right)}(t)+\cdots+a_{i, 1} \dot{y}_{i}(t)+a_{i, 0} y_{i}(t)=a_{i, 0} y_{i_{c}}(t) \\
\Leftrightarrow y_{i}^{\left(r_{i}\right)}(t)=-a_{i, r_{i}-1} y_{i}^{\left(r_{i}-1\right)}(t)-\cdots-a_{i, 1} \dot{y}_{i}(t)-a_{i, 0} y_{i}(t)+a_{i, 0} y_{i_{c}}(t) \tag{5.357}
\end{gather*}
$$

On the other hand, we have seen in (5.349) that the $r_{i}^{t h}$ time derivative of the $i^{\text {th }}$ output $y_{i}(t)$ reads:

$$
\begin{equation*}
y_{i}^{\left(r_{i}\right)}(t)=\underline{c}_{i}^{T} \mathbf{A}^{r_{i}} \underline{x}(t)+\underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \mathbf{B} \underline{u}(t) \tag{5.358}
\end{equation*}
$$

When the control $\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\mathbf{H} \underline{r}(t)$ is applied we get:

$$
\begin{equation*}
y_{i}^{\left(r_{i}\right)}(t)=\left(\underline{c}_{i}^{T} \mathbf{A}^{r_{i}}-\underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \mathbf{B K}\right) \underline{x}(t)+\underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \mathbf{B} \mathbf{H} \underline{r}(t) \tag{5.359}
\end{equation*}
$$

Setting $\underline{r}(t):=\left[\begin{array}{c}y_{c_{1}}(t) \\ \vdots \\ y_{c_{m}}(t)\end{array}\right]$, where $y_{c_{i}}(t)$ denotes the commanded value for the $i^{\text {th }}$ output $y_{i}(t)$, and comparing the targeted differential equation (5.357) with the actual differential equation (5.359), we conclude that decoupling control yields the following conditions ${ }^{27}$ :

Using the fact that $\underline{c}_{i}^{T} \mathbf{A}^{j-1} \mathbf{B}=\underline{0} \forall j<r_{i}$ we get:

$$
\begin{equation*}
\underline{c}_{i}^{T} \mathbf{A}^{j-1} \mathbf{B}=\underline{0} \forall j<r_{i} \Rightarrow y_{i}^{(j)}(t)=\underline{c}_{i}^{T} \mathbf{A}^{j} \underline{x}(t) \forall j<r_{i} \tag{5.361}
\end{equation*}
$$

[^46]Thus the first equality of (5.360) reads:

$$
\begin{align*}
& a_{i, r_{i}-1} \underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \underline{x}(t)+\cdots+a_{i, 1} \underline{c}_{i}^{T} \mathbf{A} \underline{x}(t)+a_{i, 0} \underline{c}_{i}^{T} \underline{x}(t)=\underline{c}_{i}^{T}\left(\mathbf{A}^{r_{i}-1} \mathbf{B K}-\mathbf{A}^{r_{i}}\right) \underline{x}(t) \\
& \quad \Leftrightarrow \underline{c}_{i}^{T}\left(a_{i, r_{i}-1} \mathbf{A}^{r_{i}-1}+\cdots+a_{i, 1} \mathbf{A}+a_{i, 0} \mathbb{I}\right) \underline{x}(t)=\underline{c}_{i}^{T}\left(\mathbf{A}^{r_{i}-1} \mathbf{B K}-\mathbf{A}^{r_{i}}\right) \underline{x}(t) \tag{5.362}
\end{align*}
$$

This equality shall hold whatever the value of the state vector $\underline{x}(t)$. Thus we finally get:

$$
\begin{align*}
& \underline{c}_{i}^{T}\left(a_{i, r_{i}-1} \mathbf{A}^{r_{i}-1}+\cdots+a_{i, 1} \mathbf{A}+a_{i, 0} \mathbb{I}\right)=c_{i}^{T}\left(\mathbf{A}^{r_{i}-1} \mathbf{B K}-\mathbf{A}^{r_{i}}\right) \\
& \Leftrightarrow \underline{c}_{i}^{T}\left(\mathbf{A}^{r_{i}}+a_{i, r_{i}-1} \mathbf{A}^{r_{i}-1}+\cdots+a_{i, 1} \mathbf{A}+a_{i, 0} \mathbb{I}\right)=\underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \mathbf{B K}  \tag{5.363}\\
& \Leftrightarrow \underline{c}_{i}^{T} \phi_{i}(\mathbf{A})=\underline{c}_{i}^{T} \mathbf{A}^{r_{i}-1} \mathbf{B K} \\
& \text { where } \phi_{i}(\mathbf{A}):=\mathbf{A}^{r_{i}}+a_{i, r_{i}-1} \mathbf{A}^{r_{i}-1}+\cdots+a_{i, 1} \mathbf{A}+a_{i, 0} \mathbb{I}
\end{align*}
$$

Applying the same process for each output component $y_{i}(t), i=1, \cdots, m$, and assuming that $\mathbf{B}^{*}:=\left[\begin{array}{c}\underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \\ \vdots \\ \underline{c}_{m}^{T} \mathbf{A}^{r_{m}-1}\end{array}\right] \mathbf{B}$ is non-singular, yields:

$$
\widetilde{\mathbf{A}}^{*}:=\left[\begin{array}{c}
\underline{c}_{1}^{T} \phi_{1}(\mathbf{A})  \tag{5.364}\\
\vdots \\
\underline{c}_{m}^{T} \phi_{m}(\mathbf{A})
\end{array}\right]=\left[\begin{array}{c}
\underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \\
\vdots \\
\underline{c}_{m}^{T} \mathbf{A}^{r_{m}-1}
\end{array}\right] \mathbf{B K}:=\mathbf{B}^{*} \mathbf{K}
$$

Finally, let us focus on the second of (5.360). Applying the same constraint for each output component $y_{i}(t), i=1, \cdots, m$, and assuming again that $\mathbf{B}^{*}$ is non-singular, yields:

$$
\begin{align*}
& {\left[\begin{array}{c}
\underline{c}_{1}^{T} \mathbf{A}^{r_{1}-1} \\
\vdots \\
\underline{c}_{m}^{T} \mathbf{A}^{r_{m}-1}
\end{array}\right] \mathbf{B H}=\left[\begin{array}{lll}
a_{1,0} & & \\
& \ddots & \\
& & \\
& a_{m, 0}
\end{array}\right]} \\
& \quad \mathbf{H}:=\left(\mathbf{B}^{*}\right)^{-1}\left[\begin{array}{lll}
a_{1,0} & & \\
& \ddots & \\
& & a_{m, 0}
\end{array}\right] \tag{5.365}
\end{align*}
$$

This completes the proof.

### 5.11.4 Zeros and zero dynamics

Note that $\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})$ has $n$ eigenvalues whereas $r=\sum_{i=1}^{m} r_{i}$ eigenvalues have been set through the choice of polynomials $\phi_{i}(s), i=1, \cdots, m$. Thus $n-r$ eigenvalues have disappear due to pole-zero cancellation in the closed-loop transfer function $\mathbf{G}(s)$.

In the general case, let $\mathbf{B}$ be a $n \times m$ matrix and $\mathbf{C}$ be a $p \times n$ matrix. Then:

- The values of $s$ which drops the normal rank of $[s \mathbb{I}-\mathbf{A}-\mathbf{B}]$ are called the input-decoupling zeros. Then it can be seen that input-decoupling zeros are also eigenvalues of state matrix $\mathbf{A}$. In addition, if $\lambda_{i}$ is such an
input-decoupling zero, then $\operatorname{rank}\left(\left[\begin{array}{ll}\lambda_{i} \mathbb{I}-\mathbf{A} & -\mathbf{B}\end{array}\right]\right)<n$ and thus there exists an $1 \times n$ vector $\underline{w}_{i}^{T} \neq \underline{0}$ such that:

$$
\operatorname{rank}\left(\left[\begin{array}{ll}
\lambda_{i} \mathbb{I}-\mathbf{A} & -\mathbf{B}
\end{array}\right]\right)<n \Leftrightarrow \exists \underline{w}_{i} \neq \underline{0} \text { s.t. } \underline{w}_{i}^{T}\left[\begin{array}{ll}
\lambda_{i} \mathbb{I}-\mathbf{A} & -\mathbf{B} \tag{5.366}
\end{array}\right]=\underline{0} \underline{\sigma}
$$

This however implies that $\lambda_{i}$ is an uncontrollable eigenvalue of state matrix $\mathbf{A}$, and $\underline{w}_{i}^{T}$ the corresponding left eigenvector.

- Conversely, the values of $s$ which drops the normal rank of $\left[\begin{array}{c}s \mathbb{I}-\mathbf{A} \\ \mathbf{C}\end{array}\right]$ are called the output-decoupling zeros. Then it can be seen that outputdecoupling zeros are also eigenvalues of state matrix $\mathbf{A}$. In addition, if $\lambda_{i}$ is such an output-decoupling zero, then $\operatorname{rank}\left(\left[\begin{array}{c}\lambda_{i} \mathbb{I}-\mathbf{A} \\ \mathbf{C}\end{array}\right]\right)<n$ and thus there exists an $n \times 1$ vector $\underline{v}_{i} \neq \underline{0}$ such that:

$$
\operatorname{rank}\left(\left[\begin{array}{c}
\lambda_{i} \mathbb{I}-\mathbf{A}  \tag{5.367}\\
\mathbf{C}
\end{array}\right]\right)<n \Leftrightarrow \exists \underline{v}_{i} \neq \underline{0} \text { s.t. }\left[\begin{array}{c}
\lambda_{i} \mathbb{I}-\mathbf{A} \\
\mathbf{C}
\end{array}\right] \underline{v}_{i}^{T}=\underline{0}
$$

This however implies that $\lambda_{i}$ is an unobservable eigenvalue of state matrix A, and $\underline{v}_{i}$ the corresponding right eigenvector.

There are eigenvalues of state matrix $\mathbf{A}$ which are both uncontrollable and unobservable. These uncontrollable and unobservable eigenvalues of state matrix $\mathbf{A}$ are called input-output-decoupling zeros.

In order to exhibit the dynamics of zeros, we consider the following change of coordinates:

$$
\xi_{i, j}=\underline{c}_{i}^{T} \mathbf{A}^{j-1} \underline{x} \text { where }\left\{\begin{array}{l}
i=1, \cdots, m  \tag{5.368}\\
j=1, \cdots, r_{i}
\end{array}\right.
$$

Those $r=\sum_{i=1}^{m} r_{i}$ coordinates are completed by choosing $n-r$ coordinates $z_{k}$ such that:

$$
\begin{equation*}
z_{k}=\underline{p}_{k}^{T} \underline{x} \text { such that } \underline{p}_{k}^{T} \mathbf{B}=\underline{0} \text { for } k=1, \cdots, n-r \tag{5.369}
\end{equation*}
$$

From the preceding relation, it is clean that $\underline{p}_{k}$ belongs to the kernel of $\mathbf{B}^{T}$ :

$$
\begin{equation*}
\mathbf{B}^{T} \underline{p}_{k}=\underline{0} \text { for } k=1, \cdots, n-r \tag{5.370}
\end{equation*}
$$

Then we get the following state vector $\left[\begin{array}{l}\underline{\xi} \\ \underline{z}\end{array}\right]$ of size $n$, which linearly depends on state vector $\underline{x}$ as follows where the coordinate transformation matrix $\mathbf{P}$ is
square and non-singular:

Then the state space representation (5.343) becomes:

$$
\underline{x}=\mathbf{P}\left[\begin{array}{l}
\underline{\xi}  \tag{5.372}\\
\underline{z}
\end{array}\right] \Rightarrow\left\{\begin{array}{l}
{\left[\begin{array}{l}
\dot{\xi} \\
\underline{\dot{\underline{z}}}
\end{array}\right]=\widetilde{\mathbf{A}}[\underline{\xi}[\underline{z}]+\widetilde{\mathbf{B}} \underline{u}} \\
\underline{y}=\widetilde{\mathbf{C}} \underline{\xi}
\end{array}\right.
$$

where:

$$
\left\{\begin{array}{l}
\widetilde{\mathbf{A}}=\mathbf{P}^{-1} \mathbf{A P}:=\left[\begin{array}{cc}
\widetilde{\mathbf{A}}_{11} & \widetilde{\mathbf{A}}_{12} \\
\widetilde{\mathbf{A}}_{21} & \widetilde{\mathbf{A}}_{22}
\end{array}\right]  \tag{5.373}\\
\widetilde{\mathbf{B}}=\mathbf{P}^{-1} \mathbf{B}=\left[\begin{array}{c}
\widetilde{\mathbf{B}}_{1} \\
\mathbf{0}
\end{array}\right] \\
\widetilde{\mathbf{C}}=\mathbf{C P}=\left[\begin{array}{cc}
\widetilde{\mathbf{C}}_{1} & \mathbf{0}
\end{array}\right]
\end{array}\right.
$$

Then we get:

$$
\underline{\dot{z}}:=\left[\begin{array}{c}
\dot{z}_{1}  \tag{5.374}\\
\vdots \\
\dot{z}_{n-r}
\end{array}\right]=\widetilde{\mathbf{A}}_{21} \underline{\xi}+\widetilde{\mathbf{A}}_{22} \underline{z}
$$

The zero dynamics is represented by the eigenvalues of the $(n-r) \times(n-r)$ square matrix $\widetilde{\mathbf{A}}_{22}$. It is worth noticing that the closed loop will be stable as soon as all the input-output-decoupling zeros (that are the eigenvalues of matrix $\widetilde{\mathbf{A}}_{22}$ ) have negative real part.

### 5.12 Frequency domain approach

### 5.12.1 Hsu-Chen theorem

We consider the following state-space representation of a controllable and observable system where $\underline{u}(t) \in \mathbb{R}^{m}$ denotes the control input, $\underline{x}(t) \in \mathbb{R}^{n}$ the state vector and $\underline{y}(t) \in \mathbb{R}^{p}$ the output vector:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.375}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

where $\mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{p \times n}$.
Assume the following state feedback control:

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\mathbf{H} \underline{r}(t) \tag{5.376}
\end{equation*}
$$

Then the closed-loop system reads:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}(t)+\mathbf{B H} \underline{r}(t)  \tag{5.377}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)
\end{array}\right.
$$

The Hsu-Chen theorem ${ }^{28}$ states that the following relation holds:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})=\operatorname{det}(s \mathbb{I}-\mathbf{A}) \operatorname{det}(\mathbb{I}+\mathbf{K} \boldsymbol{\Phi}(s) \mathbf{B}) \tag{5.378}
\end{equation*}
$$

where:

$$
\begin{equation*}
\boldsymbol{\Phi}(s)=(s \mathbb{I}-\mathbf{A})^{-1} \tag{5.379}
\end{equation*}
$$

Hsu-Chen theorem is an application of the Sylvester's determinant theorem ${ }^{29}$ which states that the following relation holds assuming that $\mathbf{M}_{1}$ is an $m \times n$ matrix and $\mathbf{M}_{2}$ an $n \times m$ matrix (so that $\mathbf{M}_{1}$ and $\mathbf{M}_{2}$ have dimensions allowing them to be multiplied in either order forming a square matrix):

$$
\begin{equation*}
\operatorname{det}\left(\mathbb{I}_{m}+\mathbf{M}_{1} \mathbf{M}_{2}\right)=\operatorname{det}\left(\mathbb{I}_{n}+\mathbf{M}_{2} \mathbf{M}_{1}\right) \tag{5.380}
\end{equation*}
$$

Sylvester's determinant theorem may be proven using the Schur's formula, which is recalled hereafter:

$$
\begin{align*}
\operatorname{det}\left(\left[\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right]\right) & =\operatorname{det}\left(\mathbf{A}_{22}\right) \operatorname{det}\left(\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{A}_{21}\right)  \tag{5.381}\\
& =\operatorname{det}\left(\mathbf{A}_{11}\right) \operatorname{det}\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}\right)
\end{align*}
$$

Thus if $\mathbf{M}=\left[\begin{array}{cc}\mathbb{I}_{m} & -\mathbf{M}_{1} \\ \mathbf{M}_{2} & \mathbb{I}_{n}\end{array}\right]$, we get:

$$
\begin{align*}
\operatorname{det}(\mathbf{M})=\operatorname{det}\left(\left[\begin{array}{cc}
\mathbb{I}_{m} & -\mathbf{M}_{1} \\
\mathbf{M}_{2} & \mathbb{I}_{n}
\end{array}\right]\right) & =\operatorname{det}\left(\mathbb{I}_{m}+\mathbf{M}_{1} \mathbf{M}_{2}\right)  \tag{5.382}\\
& =\operatorname{det}\left(\mathbb{I}_{n}+\mathbf{M}_{2} \mathbf{M}_{1}\right)
\end{align*}
$$

In addition, for square matrices $\mathbf{M}_{3}$ and $\mathbf{M}_{4}$ of equal size, the determinant of the matrix product equals the product of their determinants:

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{M}_{3} \mathbf{M}_{4}\right)=\operatorname{det}\left(\mathbf{M}_{3}\right) \operatorname{det}\left(\mathbf{M}_{4}\right) \tag{5.383}
\end{equation*}
$$

Then we get:

$$
\begin{align*}
\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K}) & =\operatorname{det}\left((s \mathbb{I}-\mathbf{A})\left(\mathbb{I}+(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B K}\right)\right) \\
& =\operatorname{det}((s \mathbb{I}-\mathbf{A})(\mathbb{I}+\mathbf{\Phi}(s) \mathbf{B K}))  \tag{5.384}\\
& =\operatorname{det}(s \mathbb{I}-\mathbf{A}) \operatorname{det}(\mathbb{I}+\mathbf{\Phi}(s) \mathbf{B K}) \\
& =\operatorname{det}(s \mathbb{I}-\mathbf{A}) \operatorname{det}(\mathbb{I}+\mathbf{K} \mathbf{\Phi}(s) \mathbf{B})
\end{align*}
$$

[^47]We finally get the Hsu-Chen theorem (5.378).
Furthermore, let $\mathbf{F}(s)$ be the transfer function of the plant and $\mathbf{G}(s)$ the closed-loop transfer function:

$$
\left\{\begin{array}{l}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}  \tag{5.385}\\
\mathbf{G}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B H}
\end{array}\right.
$$

Then Wang ${ }^{30}$ has shown that the closed-loop transfer function $\mathbf{G}(s)$ is related to the transfer function of the plant $\mathbf{F}(s)$ through the following relation:

$$
\begin{equation*}
\mathbf{G}(s)=\mathbf{F}(s)\left(\mathbb{I}+\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\right)^{-1} \mathbf{H} \tag{5.386}
\end{equation*}
$$

Indeed, we can write:

$$
\begin{align*}
\mathbf{G}(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B H} \\
& =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1}((s \mathbb{I}-\mathbf{A}+\mathbf{B K})-\mathbf{B K})(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B H} \\
& =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1}\left(\mathbb{I}-\mathbf{B K}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1}\right) \mathbf{B H} \\
& =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1}\left(\mathbf{B}-\mathbf{B K}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}\right) \mathbf{H} \\
& =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\left(\mathbb{I}-\mathbf{K}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}\right) \mathbf{H} \\
& =\mathbf{F}(s)\left(\mathbb{I}-\mathbf{K}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}\right) \mathbf{H} \tag{5.387}
\end{align*}
$$

Then, notice that $(\boldsymbol{\Phi}(s)+\mathbf{B K})^{-1}\left(\mathbb{I}+\mathbf{B K} \boldsymbol{\Phi}^{-1}(s)\right)=\boldsymbol{\Phi}^{-1}(s)$. Thus we get:

$$
\begin{align*}
&\left(\mathbb{I}-\mathbf{K}\left(\boldsymbol{\Phi}^{-1}(s)+\mathbf{B K}\right)^{-1} \mathbf{B}\right)(\mathbb{I}+\mathbf{K} \boldsymbol{\Phi}(s) \mathbf{B})=\mathbb{I} \\
& \quad \text { where } \boldsymbol{\Phi}(s)=(s \mathbb{I}-\mathbf{A})^{-1} \tag{5.388}
\end{align*}
$$

This completes the proof.
Furthermore from Equations (5.385) and (5.386) we can write:

$$
\left\{\begin{array}{l}
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}=\mathbf{C} \frac{\operatorname{adj}(s \mathbb{I}-\mathbf{A})}{\operatorname{det}(s \mathbb{I}-\mathbf{A})} \mathbf{B}  \tag{5.389}\\
\mathbf{G}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B} \mathbf{H}=\mathbf{C} \frac{\operatorname{adj}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})}{\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})} \mathbf{B H} \\
\left(\mathbb{I}+\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\right)^{-1}=\frac{\operatorname{adj}\left(\mathbb{I}+\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\right)}{\operatorname{det}\left(\mathbb{I}+\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\right)}
\end{array}\right.
$$

Thus Equation (5.386) reads as follows:

$$
\begin{equation*}
\mathbf{C} \frac{\operatorname{adj}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})}{\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})} \mathbf{B H}=\mathbf{C} \frac{\operatorname{adj}(s \mathbb{I}-\mathbf{A})}{\operatorname{det}(s \mathbb{I}-\mathbf{A})} \mathbf{B} \frac{\operatorname{adj}\left(\mathbb{I}+\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\right)}{\operatorname{det}\left(\mathbb{I}+\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}\right)} \mathbf{H} \tag{5.390}
\end{equation*}
$$

[^48]When identifying the denominator of this relation, we retrieve the Hsu-Chen theorem (5.378).

Finally Equation (5.387) indicates that closed-loop transfer function $\mathbf{G}(s)$ is equivalent to the transfer function of the plant $\mathbf{F}(s)$ serially driven by the following controller:

$$
\begin{equation*}
\mathbf{C}(s)=\left(\mathbb{I}-\mathbf{K}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}\right) \mathbf{H} \tag{5.391}
\end{equation*}
$$

This controller can be represented by the following state space equations:

$$
\left\{\begin{array}{l}
\dot{x}_{c}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}_{c}(t)+\mathbf{B} \mathbf{H} \underline{r}(t)  \tag{5.392}\\
\underline{y}_{c}(t)=-\mathbf{K} \underline{x}_{c}(t)+\mathbf{H} \underline{r}(t)
\end{array}\right.
$$

### 5.12.2 Output-based controller

We consider the state-space representation (5.393) where the state vector $\underline{x}$ is of dimension $n$ (that is the size of state matrix $\mathbf{A}$ ) and where $\underline{u}(t)$ denotes the input vector:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.393}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

As in section 5.6.3, we will assume the following output feedback controller (5.134):

$$
\left\{\begin{array}{l}
\dot{x}_{c}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}_{c}(t)+\mathbf{L}\left(\underline{y}(t)-(\mathbf{C}-\mathbf{D K}) \underline{x}_{c}(t)\right)  \tag{5.394}\\
\underline{u}_{o}(t)=\mathbf{K} \underline{x}_{c}(t)
\end{array}\right.
$$

We have seen in section 5.6 .3 that the characteristic polynomial $\chi_{A_{c l}}(s)$ of the closed-loop reads:

$$
\begin{align*}
\chi_{A_{c l}}(s) & =\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{c l}\right)=\operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & \mathbf{B K} \\
-\mathbf{L} \mathbf{C} & s \mathbb{I}-\mathbf{A}+\mathbf{B K}+\mathbf{L C}
\end{array}\right]\right) \\
& =\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K}) \operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{L C}) \tag{5.395}
\end{align*}
$$

Furthermore from the Hsu-Chen theorem (5.378) the following relation holds:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})=\operatorname{det}(s \mathbb{I}-\mathbf{A}) \operatorname{det}(\mathbb{I}+\mathbf{K} \boldsymbol{\Phi}(s) \mathbf{B}) \tag{5.396}
\end{equation*}
$$

Let $D(s)=\operatorname{det}(s \mathbb{I}-\mathbf{A})$ be the determinant of $\boldsymbol{\Phi}(s)$, that is the characteristic polynomial of the open-loop plant, and $\mathbf{N}_{o l}(s)=\operatorname{adj}(s \mathbb{I}-\mathbf{A}) \mathbf{B}$ be the adjugate matrix of $s \mathbb{I}-\mathbf{A}$ times matrix $\mathbf{B}$ :

$$
\begin{equation*}
\mathbf{\Phi}(s) \mathbf{B}=(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}=\frac{\operatorname{adj}(s \mathbb{I}-\mathbf{A}) \mathbf{B}}{\operatorname{det}(s \mathbb{I}-\mathbf{A})}:=\frac{\mathbf{N}_{o l}(s)}{D(s)} \tag{5.397}
\end{equation*}
$$

Consequently (5.378) reads:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})=\operatorname{det}\left(D(s) \mathbb{I}+\mathbf{K} \mathbf{N}_{o l}(s)\right) \tag{5.398}
\end{equation*}
$$

As soon as $\lambda_{K_{i}}$ is a desired closed-loop eigenvalue then the following relation holds:

$$
\begin{equation*}
\left.\operatorname{det}\left(D(s) \mathbb{I}+\mathbf{K} \mathbf{N}_{o l}(s)\right)\right|_{s=\lambda_{K_{i}}}=0 \tag{5.399}
\end{equation*}
$$

Consequently it is desired that matrix $D(s) \mathbb{I}+\left.\mathbf{K N}_{o l}(s)\right|_{s=\lambda_{K_{i}}}$ is singular. Following Shieh \& al. ${ }^{31}$, let $\underline{\omega}_{i} \neq \underline{0}$ be a vector of size $m \times 1$, where $m$ is the number of columns of $\mathbf{B}$ (that is the size of the input vector $\underline{u}(t)$ of the plant), belonging to the kernel of matrix $D(s) \mathbb{I}+\left.\mathbf{K N}_{o l}(s)\right|_{s=\lambda_{K_{i}}}$. Thus changing $s$ by $\lambda_{K_{i}}$ we can write:

$$
\begin{equation*}
\left(D\left(\lambda_{K_{i}}\right) \mathbb{I}+\mathbf{K N}_{o l}\left(\lambda_{K_{i}}\right)\right) \underline{\omega}_{i}=\underline{0} \tag{5.400}
\end{equation*}
$$

Actually, vector $\underline{\omega}_{i} \neq \underline{0}$ can be used as a design parameter.
Alternatively, when making the parallel that $\lambda_{i}$ is an eigenvalue of matrix $\mathbf{A}$ as soon as $\left.\operatorname{det}(s \mathbb{I}-\mathbf{A})\right|_{s=\lambda_{i}}=0$, we conclude that $D\left(\lambda_{K i}\right)$ is an eigenvalue of matrix $-\mathbf{K N}_{o l}\left(\lambda_{K i}\right)$, and thus $\underline{\omega}_{i}$ is an eigenvector of $-\mathbf{K} \mathbf{N}_{o l}\left(\lambda_{K i}\right)$ corresponding to the eigenvalue $D\left(\lambda_{K i}\right)$. This remark can be extended to the output feedback case where $\mathbf{N}_{o l}(s)=\mathbf{C}$ adj $(s \mathbb{I}-\mathbf{A}) \mathbf{B}$.

In order to get gain $\mathbf{K}$ the preceding relation is rewritten as follows:

$$
\begin{equation*}
\mathbf{K} \mathbf{N}_{o l}\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}=-D\left(\lambda_{K_{i}}\right) \underline{\omega}_{i} \tag{5.401}
\end{equation*}
$$

This relation does not lead to the value of gain $\mathbf{K}$ as soon as $\mathbf{N}_{o l}\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}$ is a vector which is not invertible. Nevertheless assuming that $n$ denotes the order of state matrix A we can apply this relation for the $n$ desired closed-loop eigenvalues. We get:

$$
\mathbf{K}\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{n}}
\end{array}\right]=-\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n} \tag{5.402}
\end{array}\right]
$$

Where vectors $\underline{v}_{K_{i}}$ and $\underline{p}_{i}$ are given by:

$$
\left\{\begin{array}{l}
\underline{v}_{K_{i}}=\mathbf{N}_{o l}\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}  \tag{5.403}\\
\underline{p}_{i}=D\left(\lambda_{K_{i}}\right) \underline{\omega}_{i}
\end{array}\right.
$$

We finally get the following static state feedback gain matrix $\mathbf{K}$ :

$$
\mathbf{K}=-\left[\begin{array}{lll}
\underline{p}_{1} & \cdots & \underline{p}_{n}
\end{array}\right]\left[\begin{array}{lll}
\underline{v}_{K_{1}} & \cdots & \underline{v}_{K_{n}} \tag{5.404}
\end{array}\right]^{-1}
$$

This is also the so-called Roppenecker's formula which has been developed in (5.74).

Note that for complex conjugate eigenvalues we have $\lambda_{K_{i}}=\bar{\lambda}_{K_{i+1}}$ and $\underline{v}_{K_{i}}=\overline{\underline{v}}_{K_{i+1}}$. Thus, assuming that $i=1$ and multiplying both of left sides of equation $\mathbf{K}\left[\begin{array}{llll}\underline{v}_{K_{1}} & \underline{v}_{K_{2}} & \underline{v}_{K_{3}} & \cdots\end{array}\right]=-\left[\begin{array}{llll}\underline{p}_{1} & \underline{p}_{2} & \underline{p}_{3} & \cdots\end{array}\right]$ by the following nonsingular matrix $\mathbf{M}$ will not alter the calculation of $\mathbf{K}$ :

$$
\mathbf{M}=\left[\begin{array}{cc|c}
0.5 & -0.5 j & \mathbf{0}  \tag{5.405}\\
0.5 & 0.5 j & \\
\hline \mathbf{0} & \mathbb{I}
\end{array}\right]
$$

[^49]Then in this case (5.404) reads:

$$
\mathbf{K}=-\left[\begin{array}{llll}
\operatorname{Re}\left(\underline{p}_{1}\right) & \operatorname{Im}\left(\underline{p}_{1}\right) & \underline{p}_{3} & \cdots
\end{array}\right]\left[\begin{array}{llll}
\operatorname{Re}\left(\underline{v}_{K_{1}}\right) & \operatorname{Im}\left(\underline{v}_{K_{1}}\right) & \underline{v}_{K_{3}} & \cdots \tag{5.406}
\end{array}\right]_{5.400}^{-1}
$$

A similar result can be achieved with $\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{L C})$. Indeed from the Hsu-Chen theorem (5.378) we get:

$$
\begin{align*}
\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{L C}) & =\operatorname{det}\left((s \mathbb{I}-\mathbf{A}+\mathbf{L} \mathbf{C})^{T}\right) \\
& =\operatorname{det}\left(s \mathbb{I}-\mathbf{A}^{T}+\mathbf{C}^{T} \mathbf{L}^{T}\right)  \tag{5.407}\\
& =\operatorname{det}\left(s \mathbb{I}-\mathbf{A}^{T}\right) \operatorname{det}\left(\mathbb{I}+\mathbf{L}^{T} \boldsymbol{\Phi}^{\prime}(s) \mathbf{C}^{T}\right)
\end{align*}
$$

where:

$$
\begin{equation*}
\boldsymbol{\Phi}^{\prime}(s)=\left(s \mathbb{I}-\mathbf{A}^{T}\right)^{-1} \tag{5.408}
\end{equation*}
$$

Let $D(s)=\operatorname{det}\left(s \mathbb{I}-\mathbf{A}^{T}\right)=\operatorname{det}(s \mathbb{I}-\mathbf{A})$ be the determinant of $\boldsymbol{\Phi}^{\prime}(s)$, that is the characteristic polynomial of the open-loop plant, and $\mathbf{N}_{o l}^{\prime}(s)=\operatorname{adj}\left(s \mathbb{I}-\mathbf{A}^{T}\right) \mathbf{C}^{T}$ be the adjugate matrix of $s \mathbb{I}-\mathbf{A}^{T}$ times matrix $\mathbf{C}^{T}$ :

$$
\begin{equation*}
\boldsymbol{\Phi}^{\prime}(s) \mathbf{C}^{T}=\left(s \mathbb{I}-\mathbf{A}^{T}\right)^{-1} \mathbf{C}^{T}=\frac{\operatorname{adj}\left(s \mathbb{I}-\mathbf{A}^{T}\right) \mathbf{C}^{T}}{\operatorname{det}\left(s \mathbb{I}-\mathbf{A}^{T}\right)}:=\frac{\mathbf{N}_{o l}^{\prime}(s)}{D(s)} \tag{5.409}
\end{equation*}
$$

Consequently (5.407) reads:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A}+\mathbf{L} \mathbf{C})=\operatorname{det}\left(D(s) \mathbb{I}+\mathbf{L}^{T} \mathbf{N}_{o l}^{\prime}(s)\right) \tag{5.410}
\end{equation*}
$$

As soon as $\lambda_{L_{i}}$ is a desired closed-loop eigenvalue then the following relation holds:

$$
\begin{equation*}
\left.\operatorname{det}\left(D(s) \mathbb{I}+\mathbf{L}^{T} \mathbf{N}_{o l}^{\prime}(s)\right)\right|_{s=\lambda_{L_{i}}}=0 \tag{5.411}
\end{equation*}
$$

Consequently it is desired that matrix $D(s) \mathbb{I}+\left.\mathbf{L}^{T} \mathbf{N}_{o l}^{\prime}(s)\right|_{s=\lambda_{L_{i}}}$ is singular. Let $\underline{\omega}_{i}^{\prime} \neq \underline{0}$ be a vector of size $p \times 1$, where $p$ is the number of rows of $\mathbf{C}$ (that is the size of the output vector $\underline{y}(t)$ of the plant), belonging to the kernel of matrix $D(s) \mathbb{I}+\left.\mathbf{L}^{T} \mathbf{N}_{o l}^{\prime}(s)\right|_{s=\lambda_{L_{i}}}$. Thus changing $s$ by $\lambda_{L_{i}}$ we can write:

$$
\begin{equation*}
\left(D\left(\lambda_{L_{i}}\right) \mathbb{I}+\mathbf{L}^{T} \mathbf{N}_{o l}^{\prime}\left(\lambda_{L_{i}}\right)\right) \underline{\omega}_{i}^{\prime}=\underline{0} \tag{5.412}
\end{equation*}
$$

Actually, vector $\underline{\omega}_{i}^{\prime} \neq \underline{0}$ can be used as a design parameter.
In order to get gain $\mathbf{L}$ the preceding relation is rewritten as follows:

$$
\begin{equation*}
\mathbf{L}^{T} \mathbf{N}_{o l}^{\prime}\left(\lambda_{L_{i}}\right) \underline{\omega}_{i}^{\prime}=-D\left(\lambda_{L_{i}}\right) \underline{\omega}_{i}^{\prime} \tag{5.413}
\end{equation*}
$$

This relation does not lead to the value of gain $\mathbf{L}$ as soon as $\mathbf{N}_{o l}\left(\lambda_{L_{i}}\right) \underline{\omega}_{i}^{\prime}$ is a vector which is not invertible. Nevertheless assuming that $n$ denotes the order of state matrix $\mathbf{A}$ we can apply this relation for the $n$ desired closed-loop eigenvalues. We get:

$$
\mathbf{L}^{T}\left[\begin{array}{lll}
\underline{v}_{L_{1}} & \cdots & \underline{v}_{L_{n}}
\end{array}\right]=-\left[\begin{array}{lll}
\underline{p}_{1}^{\prime} & \cdots & \underline{p}_{n}^{\prime} \tag{5.414}
\end{array}\right]
$$

Where vectors $\underline{v}_{L_{i}}$ and $\underline{p}_{i}^{\prime}$ are given by:

$$
\left\{\begin{array}{l}
\underline{v}_{L_{i}}=\mathbf{N}_{o l}\left(\lambda_{L_{i}}\right) \underline{\omega}_{i}^{\prime}  \tag{5.415}\\
\underline{p}_{i}^{\prime}=D\left(\lambda_{L_{i}}\right) \underline{\omega}_{i}^{\prime}
\end{array}\right.
$$

We finally get the following static observer gain matrix $\mathbf{L}$, which is equivalent to (5.404) but dedicated to observer design:

$$
\mathbf{L}^{T}=-\left[\begin{array}{lll}
\underline{p}_{1}^{\prime} & \cdots & \underline{p}_{n}^{\prime}
\end{array}\right]\left[\begin{array}{lll}
\underline{v}_{L_{1}} & \cdots & \underline{v}_{L_{n}} \tag{5.416}
\end{array}\right]^{-1}
$$

### 5.12.3 Invariance of (transmission) zeros under state feedback

We consider the following system:

$$
\left\{\begin{array}{l}
\dot{x}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.417}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

We have seen in section 1.5 that the (transmission) zeros of the open-loop transfer function $\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}$ are defined as the values of $s$ such that the rank of the Rosenbrock's system matrix $\mathbf{R}(s)=\left[\begin{array}{cc}s \mathbb{I}-\mathbf{A} & -\mathbf{B} \\ \mathbf{C} & \mathbf{D}\end{array}\right]$ is lower than its normal rank, meaning that the rank of $\mathbf{R}(s)$ drops.

Now, assume that we apply the following feedback on the plant:

$$
\begin{equation*}
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\mathbf{H} \underline{r}(t) \tag{5.418}
\end{equation*}
$$

Thus the closed-loop state space realization reads:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=(\mathbf{A}-\mathbf{B K}) \underline{x}(t)+\mathbf{B H} \underline{r}(t)  \tag{5.419}\\
\underline{y}(t)=(\mathbf{C}-\mathbf{D K}) \underline{x}(t)+\mathbf{D} \mathbf{H} \underline{r}(t)
\end{array}\right.
$$

Thus the closed-loop transfer function $\mathbf{G}(s)$ reads:

$$
\begin{equation*}
\mathbf{G}(s)=(\mathbf{C}-\mathbf{D K})(s \mathbb{I}-(\mathbf{A}-\mathbf{B K}))^{-1} \mathbf{B H}+\mathbf{D H} \tag{5.420}
\end{equation*}
$$

The (transmission) zeros of the closed-loop transfer function $\mathbf{G}(s)$ are defined as the values of $s$ such that the rank of the Rosenbrock's system matrix $\mathbf{R}_{c l}(s)$ is lower than its normal rank, meaning that the rank of $\mathbf{R}(s)$ drops, where $\mathbf{R}_{c l}(s)$ is defined as follows:

$$
\mathbf{R}_{c l}(s)=\left[\begin{array}{cc}
s \mathbb{I}-(\mathbf{A}-\mathbf{B K}) & -\mathbf{B H}  \tag{5.421}\\
(\mathbf{C}-\mathbf{D K}) & \mathbf{D H}
\end{array}\right]
$$

The Rosenbrock's system matrix $\mathbf{R}_{c l}(s)$ can be re-written as follows:

$$
\mathbf{R}_{c l}(s)=\left[\begin{array}{cc}
s \mathbb{I}-\mathbf{A} & -\mathbf{B}  \tag{5.422}\\
\mathbf{C} & \mathbf{D}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{K} & \mathbf{H}
\end{array}\right]=\mathbf{R}(s)\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{K} & \mathbf{H}
\end{array}\right]
$$

Thus, assuming that $\mathbf{R}(s)$ is a square matrix, we can write $\operatorname{det}\left(\mathbf{R}_{c l}(s)\right)=$ $\operatorname{det}(\mathbf{R}(s)) \operatorname{det}(\mathbf{H})$, from which it follows that the (transmission) zeros of a plant are invariant under state feedback.

### 5.12.4 Matrix fraction description of a transfer function

## Right matrix fraction description

Given any transfer function $\mathbf{F}(s)$, the right matrix fraction description of $\mathbf{F}(s)$ reads as follows where $\mathbf{F}_{R N}(s)$ and $\mathbf{F}_{R D}(s)$ are stable transfer functions:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s) \tag{5.423}
\end{equation*}
$$

Stable transfer functions $\mathbf{F}_{R N}(s)$ and $\mathbf{F}_{R D}(s)$ are such that there exist two stable transfer functions $\mathbf{X}_{R}(s)$ and $\mathbf{Y}_{R}(s)$ such that the following relation holds:

$$
\begin{equation*}
\mathbf{Y}_{R}(s) \mathbf{F}_{R D}(s)+\mathbf{X}_{R}(s) \mathbf{F}_{R N}(s)=\mathbb{I} \quad \forall s \tag{5.424}
\end{equation*}
$$

To get a matrix fraction description, consider a minimal realization of transfer function $\mathbf{F}(s)$ :

$$
\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}:=\left(\begin{array}{c|c}
\mathbf{A} & \mathbf{B}  \tag{5.425}\\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)
$$

Then stable transfer functions $\mathbf{F}_{R N}(s)$ and $\mathbf{F}_{R D}(s)$ reads as follows where $\mathbf{K}$ is chosen such that $\mathbf{A}-\mathbf{B K}$ has all its eigenvalues with negative real part ${ }^{32}$ :

$$
\left\{\begin{align*}
& \mathbf{F}_{R N}(s):=\left(\begin{array}{c|c}
\mathbf{A}-\mathbf{B K} & \mathbf{B} \\
\hline \mathbf{C}-\mathbf{D K} & \mathbf{D} \\
\mathbf{F}_{R D}(s) & :=\left(\begin{array}{c|c}
\mathbf{A}-\mathbf{B K} & \mathbf{B} \\
\hline-\mathbf{K} & \mathbb{I}
\end{array}\right)
\end{array} .\left\{\begin{array}{c}
\text { ( }
\end{array}\right)\right.  \tag{5.426}\\
& \mathbf{F}^{2}
\end{align*}\right.
$$

Furthermore, stable transfer functions $\mathbf{X}_{R}(s)$ and $\mathbf{Y}_{R}(s)$ reads as follows where $\mathbf{L}$ is chosen such that $\mathbf{A}-\mathbf{L C}$ has all its eigenvalues with negative real part:

$$
\left\{\begin{align*}
\mathbf{X}_{R}(s) & :=\left(\begin{array}{c|c}
\mathbf{A}-\mathbf{L C} & \mathbf{L} \\
\hline-\mathbf{K} & \mathbf{0}
\end{array}\right)  \tag{5.427}\\
\mathbf{Y}_{R}(s) & :=\left(\begin{array}{c|c}
\mathbf{A}-\mathbf{L C} & \mathbf{B}-\mathbf{L D} \\
\hline \mathbf{K} & \mathbb{I}
\end{array}\right)
\end{align*}\right.
$$

If $\mathbf{A}$ is a $n \times n$ matrix, $\mathbf{B}$ a $n \times m$ matrix and $\mathbf{C}$ a $p \times n$ matrix, then $\mathbf{F}_{R N}(s)$ is a $p \times m$ matrix and $\mathbf{F}_{R D}(s)$ is a square $m \times m$ matrix. In addition, $\mathbf{X}_{R}(s)$ is a $m \times p$ matrix and $\mathbf{Y}_{R}(s)$ is a square $m \times m$ matrix.

## Left matrix fraction description

Similarly the left matrix fraction description of $\mathbf{F}(s)$ reads as follows where $\mathbf{F}_{L N}(s)$ and $\mathbf{F}_{L D}(s)$ are stable transfer functions:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{L D}^{-1}(s) \mathbf{F}_{L N}(s) \tag{5.428}
\end{equation*}
$$

Stable transfer functions $\mathbf{F}_{L N}(s)$ and $\mathbf{F}_{L D}(s)$ are such that there exist two stable transfer functions $\mathbf{X}_{L}(s)$ and $\mathbf{Y}_{L}(s)$ such that the following relation holds:

$$
\begin{equation*}
\mathbf{F}_{L D}(s) \mathbf{Y}_{L}(s)-\mathbf{F}_{L N}(s) \mathbf{X}_{L}(s)=\mathbb{I} \quad \forall s \tag{5.429}
\end{equation*}
$$

[^50]It can be shown that stable transfer functions $\mathbf{F}_{L N}(s)$ and $\mathbf{F}_{L D}(s)$ reads as follows where $\mathbf{K}$ is chosen such that $\mathbf{A}-\mathbf{B K}$ has all its eigenvalues with negative real part:

$$
\left\{\begin{array}{l}
\mathbf{F}_{L N}(s):=\left(\begin{array}{c|c}
\mathbf{A}-\mathbf{L C} & \mathbf{B}-\mathbf{L D} \\
\hline \mathbf{C} & \mathbf{D}
\end{array}\right)  \tag{5.430}\\
\mathbf{F}_{L D}(s):=\left(\begin{array}{c}
\mathbf{A}-\mathbf{L C} \\
\hline-\mathbf{L} \\
\hline \mathbf{I}
\end{array}\right)
\end{array}\right.
$$

Furthermore, stable transfer functions $\mathbf{X}_{L}(s)$ and $\mathbf{Y}_{L}(s)$ reads as follows where $\mathbf{L}$ is chosen such that $\mathbf{A}-\mathbf{L C}$ has all its eigenvalues with negative real part:

$$
\left\{\begin{array}{l}
\mathbf{X}_{L}(s):=\left(\begin{array}{c|c}
\mathbf{A}-\mathbf{B K} & \mathbf{L} \\
\hline-\mathbf{K} & \mathbf{0}
\end{array}\right)  \tag{5.431}\\
\mathbf{Y}_{L}(s):=\left(\begin{array}{l|l}
\mathbf{A}-\mathbf{B K} & \mathbf{L} \\
\hline \mathbf{C}-\mathbf{D K} & \mathbb{I}
\end{array}\right)
\end{array}\right.
$$

The preceding relations can be rewritten in a shorter form as follows ${ }^{33}$ :

$$
\left[\begin{array}{ll}
\mathbf{F}_{R D}(s) & \mathbf{X}_{L}(s)  \tag{5.432}\\
\mathbf{F}_{R N}(s) & \mathbf{Y}_{L}(s)
\end{array}\right]=\left[\begin{array}{c}
-\mathbf{K} \\
\mathbf{C}_{K}
\end{array}\right]\left(s \mathbb{I}-\mathbf{A}_{K}\right)^{-1}\left[\begin{array}{ll}
\mathbf{B} & \mathbf{L}
\end{array}\right]+\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
\mathbf{D} & \mathbb{I}
\end{array}\right]
$$

and:

$$
\left[\begin{array}{cc}
\mathbf{Y}_{R}(s) & -\mathbf{X}_{R}(s)  \tag{5.433}\\
-\mathbf{F}_{L N}(s) & \mathbf{F}_{L D}(s)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{K} \\
-\mathbf{C}
\end{array}\right]\left(s \mathbb{I}-\mathbf{A}_{L}\right)^{-1}\left[\begin{array}{ll}
\mathbf{B}_{L} & \mathbf{L}
\end{array}\right]+\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{D} & \mathbb{I}
\end{array}\right]
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{C}_{K}=\mathbf{C}-\mathbf{D K}  \tag{5.434}\\
\mathbf{A}_{K}=\mathbf{A}-\mathbf{B K} \\
\mathbf{A}_{L}=\mathbf{A}-\mathbf{L C} \\
\mathbf{B}_{L}=\mathbf{B}-\mathbf{L} \mathbf{D}
\end{array}\right.
$$

The above functions constitute a doubly coprime factorization of $\mathbf{F}(s)$, meaning that:

$$
\begin{align*}
& {\left[\begin{array}{cc}
\mathbf{Y}_{R}(s) & -\mathbf{X}_{R}(s) \\
-\mathbf{F}_{L N}(s) & \mathbf{F}_{L D}(s)
\end{array}\right]\left[\begin{array}{cc}
\mathbf{F}_{R D}(s) & \mathbf{X}_{L}(s) \\
\mathbf{F}_{R N}(s) & \mathbf{Y}_{L}(s)
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{I} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right] }  \tag{5.435}\\
& \Leftrightarrow\left[\begin{array}{cc}
\mathbf{F}_{R D}(s) & \mathbf{X}_{L}(s) \\
\mathbf{F}_{R N}(s) & \mathbf{Y}_{L}(s)
\end{array}\right]\left[\begin{array}{cc}
\mathbf{Y}_{R}(s) & -\mathbf{X}_{R}(s) \\
-\mathbf{F}_{L N}(s) & \mathbf{F}_{L D}(s)
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{I} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
\end{align*}
$$

### 5.12.5 Youla parameterization of all stabilizing controllers

We consider the model reference feedback loop shown in Figure 5.8, where $\mathbf{F}(s)$, $\mathbf{C}(s)$ and $\mathbf{C}_{p f}(s)$ are the plant, feedback controller and prefilter, respectively ${ }^{34}$.

Let:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s)=\mathbf{F}_{L D}^{-1}(s) \mathbf{F}_{L N}(s) \tag{5.436}
\end{equation*}
$$
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Figure 5.8: Feedback loop with two-degree of freedom
where the pairs $\left(\mathbf{F}_{R N}(s), \mathbf{F}_{R D}(s)\right)$ and $\left(\mathbf{F}_{L N}(s), \mathbf{F}_{L D}(s)\right)$ constitute any left and right coprime, proper, stable, rational decomposition of $\mathbf{F}(s)$. We have seen in (5.426) and (5.430) how to get $\mathbf{F}_{R N}(s), \mathbf{F}_{R D}(s), \mathbf{F}_{L N}(s), \mathbf{F}_{L D}(s)$ from a minimal realization of transfer function $\mathbf{F}(s)$.

Then Youla \& al. ${ }^{35}$ have shown in 1976 that the class of controllers that make the closed-loop system internally stable is given as follows where $\mathbf{Q}(s)$ and $\mathbf{Q}_{p f}(s)$ are arbitrary compatibly dimensioned real rational matrices analytic in $R e(s) \geq 0$ (i.e. stable):

$$
\begin{align*}
& \mathbf{C}(s)=\left(\mathbf{Y}_{R}(s)+\mathbf{Q}(s) \mathbf{F}_{L N}(s)\right)^{-1}\left(\mathbf{X}_{R}(s)+\mathbf{Q}(s) \mathbf{F}_{L D}(s)\right) \\
&=\left(\mathbf{X}_{L}(s)+\mathbf{F}_{R D}(s) \mathbf{Q}(s)\right)\left(\mathbf{Y}_{L}(s)+\mathbf{F}_{R N}(s) \mathbf{Q}(s)\right)^{-1} \\
& \quad \text { and }  \tag{5.437}\\
& \mathbf{C}_{p f}(s)=\left(\mathbf{Y}_{R}(s)+\mathbf{Q}(s) \mathbf{F}_{L N}(s)\right)^{-1} \mathbf{Q}_{p f}(s) \\
&=\mathbf{Q}_{p f}(s)\left(\mathbf{Y}_{L}(s)+\mathbf{F}_{R N}(s) \mathbf{Q}(s)\right)^{-1}
\end{align*}
$$

### 5.12.6 Frequency domain representation of state feedback loop

The material of this section comes from the work of P. Hippe ${ }^{36}$.
We consider the following linear, time-invariant MIMO systems where $\underline{x}(t) \in$ $\mathbb{R}^{n}, \underline{y}(t) \in \mathbb{R}^{p}$ and $\underline{u}(t) \in \mathbb{R}^{m}$ :

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.438}\\
\underline{z}(t)=\mathbf{N} \underline{x}(t)
\end{array}\right.
$$

Figure 5.9 shows the linear state feedback loop in the time domain where:

$$
\begin{equation*}
\underline{u}(t)=-\underline{u}_{K}(t)+\underline{r}(t)=-\mathbf{K} \underline{x}(t)+\underline{r}(t) \tag{5.439}
\end{equation*}
$$

Reference input $\underline{r}(t) \in \mathbb{R}^{p}$ shall be multipliable by an appropriate pre-filter gain $\mathbf{H}$ for zero steady-state tracking error, but it will have no consequences on the following results.

Based on the right polynomial matrix fraction description (see Section C.1.6) of the open loop transfer function $\mathbf{F}(s)$ which reads $\mathbf{F}(s)=\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s)$,
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Figure 5.9: State feedback loop in the time domain


Figure 5.10: State feedback loop in the frequency domain
the state feedback loop in the time domain in Figure 5.9 can be equivalently represented by the state feedback loop in the frequency domain in Figure 5.10 where $\mathbf{D}_{C}(s)$ is a $m \times m$ polynomial matrix.

From Figure 5.9, we get the following relation between $\underline{u}_{K}(t)$ and $\underline{u}(t)$ :

$$
\begin{equation*}
\underline{u}_{K}(s)=\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \underline{u}(s) \tag{5.440}
\end{equation*}
$$

On the other hand, from Figure 5.10, we get the following relation between $\underline{u}_{C}(t)$ and $\underline{u}(t)$ :

$$
\begin{equation*}
\underline{u}_{C}(s)=\mathbf{D}_{C}(s) \mathbf{F}_{R D}^{-1}(s) \underline{u}(s) \tag{5.441}
\end{equation*}
$$

Because both control loops exhibit the same input-output behavior, the following relation holds:

$$
\begin{equation*}
\underline{u}_{K}(s)=\underline{u}_{C}(s) \Rightarrow \mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}=\mathbf{D}_{C}(s) \mathbf{F}_{R D}^{-1}(s) \tag{5.442}
\end{equation*}
$$

Similarly, from Figure 5.9 and Figure 5.10, we get the following expressions for $\underline{x}(s)$ and $\underline{x}_{C}(s)$ :

$$
\begin{align*}
& s \underline{x}(s)=\mathbf{A} \underline{x}(s)+\mathbf{B}(\underline{r}(s)-\mathbf{K} \underline{x}(s)) \\
& \quad \Leftrightarrow \underline{x}(s)=(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B} \underline{r}(s) \\
& \left.\underline{x}_{C}(s)=\mathbf{F}_{R D}^{-1}(s) \underline{(s}(s)-\mathbf{D}_{C}(s) \underline{x}_{C}(s)\right) \\
& \quad \Leftrightarrow\left(\mathbb{I}+\mathbf{F}_{R D}^{-1}(s) \mathbf{D}_{C}(s)\right) \underline{x}_{C}(s)=\mathbf{F}_{R D}^{-1}(s) \underline{r}(s)  \tag{5.443}\\
& \quad \Leftrightarrow\left(\mathbf{F}_{R D}(s)+\mathbf{D}_{C}(s)\right) \underline{x}_{C}(s)=\underline{r}(s) \\
& \quad \Leftrightarrow \underline{x}_{C}(s)=\left(\mathbf{F}_{R D}(s)+\mathbf{D}_{C}(s)\right)^{-1} \underline{r}(s)
\end{align*}
$$

Then, by identifying the output $\underline{z}(s)$ in Figure 5.9 and Figure 5.10, we get:

$$
\left\{\begin{array}{l}
\underline{z}(s)=\mathbf{N} \underline{x}(s)=\mathbf{N}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B} \underline{r}(s)  \tag{5.444}\\
\underline{z}(s)=\mathbf{F}_{R N}(s) \underline{x}_{C}(s)=\mathbf{F}_{R N}(s)\left(\mathbf{F}_{R D}(s)+\mathbf{D}_{C}(s)\right)^{-1} \underline{r}(s)
\end{array}\right.
$$

The relation $\underline{z}(s)=\mathbf{F}_{R N}(s)\left(\mathbf{F}_{R D}(s)+\mathbf{D}_{C}(s)\right)^{-1} \underline{r}(s)$ indicates that the (transmission) zeros are invariant under state feedback.

Moreover, because both control loops exhibit the same input-output behavior, the following relation holds:

$$
\begin{equation*}
\mathbf{N}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}=\mathbf{F}_{R N}(s)\left(\mathbf{F}_{R D}(s)+\mathbf{D}_{C}(s)\right)^{-1} \tag{5.445}
\end{equation*}
$$

Let the closed-loop polynomial matrix $\mathbf{D}_{c l}(s)$ be defined as follows:

$$
\begin{equation*}
\mathbf{D}_{c l}(s)=\mathbf{F}_{R D}(s)+\mathbf{D}_{C}(s) \tag{5.446}
\end{equation*}
$$

Then the previous equation reads:

$$
\begin{equation*}
\mathbf{N}(s \mathbb{I}-\mathbf{A}+\mathbf{B K})^{-1} \mathbf{B}=\mathbf{F}_{R N}(s) \mathbf{D}_{c l}^{-1}(s) \tag{5.447}
\end{equation*}
$$

Furthermore, using this relation in (5.442) leads to the following relation:

$$
\begin{equation*}
\mathbb{I}+\mathbf{K}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}=\mathbf{D}_{c l}(s) \mathbf{F}_{R D}^{-1}(s) \tag{5.448}
\end{equation*}
$$

Furthermore, the following relations hold ${ }^{36}$ where $\boldsymbol{\Gamma}_{c}(\cdot)$ denotes the highest column-degree coefficient matrix and $\underline{\delta}_{c_{i}}(\cdot)$ denotes the $i^{\text {th }}$ column degree.

$$
\left\{\begin{array}{l}
\boldsymbol{\Gamma}_{c}\left(\mathbf{D}_{c l}(s)\right)=\boldsymbol{\Gamma}_{c}\left(\mathbf{F}_{R D}^{-1}(s)\right)  \tag{5.449}\\
\underline{\delta}_{c_{i}}\left(\mathbf{D}_{c l}(s)\right)=\underline{\delta}_{c_{i}}\left(\mathbf{F}_{R D}^{-1}(s)\right)
\end{array} \forall i\right.
$$

Matrix $\mathbf{D}_{c l}(s)$ contains exactly the same number of free parameters than the state feedback matrix $\mathbf{K}$.

### 5.12.7 Pre-filtering applied to SISO plants

We will assume hereafter the following state feedback control of a SISO plant:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{5.450}\\
\underline{u}(t)=-\mathbf{K} \underline{x}(t)+\underline{r}_{p f}(t) \\
z(t)=\mathbf{N} \underline{x}(t)
\end{array}\right.
$$

As shown in Figure 5.11, the pre-filter $C_{p f}(s)$ is a controller which is situated outside the feedback loop.

What is the purpose of the pre-filter ? Once the state feedback gain $\mathbf{K}$ is designed, the eigenvalues of closed-loop state matrix $\mathbf{A}-\mathbf{B K}$ are set, but not the zeros of the closed-loop transfer function $G(s)$ :

$$
\begin{equation*}
G(s)=\frac{Z(s)}{R_{p f}(s)}=\mathbf{N}(s \mathbb{I}-(\mathbf{A}-\mathbf{B K}))^{-1} \mathbf{B} \tag{5.451}
\end{equation*}
$$



Figure 5.11: State feedback loop with pre-filter

These zeros may cause undesirable overshoots in the transient response of the closed-loop system. The purpose of the pre-filter $C_{p f}(s)$ is to reduce or eliminate such overshoots in the closed-loop system. Additionally the pre-filter may annihilate slow stable poles which sometimes cannot be shifted by the controller.

We focus in Figure 5.11. Let $N_{c l}(s)$ be the numerator of transfer function $G(s)=\frac{Z(s)}{R_{p f}(s)}$ and $D_{c l}(s)$ its denominator:

$$
\begin{equation*}
G(s)=\frac{Z(s)}{R_{p f}(s)}=\frac{N_{c l}(s)}{D_{c l}(s)} \tag{5.452}
\end{equation*}
$$

We will assume that transfer function $\frac{Z(s)}{R_{p f}(s)}$ has all its zeros with negative real-parts, or equivalently that all the roots of $N_{c l}(s)$ are located in the left half plane.

Pre-filter $C_{p f}(s)$ is designed such that its poles cancel the zeros of the closedloop system (i.e. the roots of $N_{c l}(s)$ ). If there is no pole of the closed-loop system to cancel, the numerator of the pre-filter is set to be a constant $K_{p f}$. In such a case the transfer function of the full system reads:

$$
\begin{equation*}
\frac{Z(s)}{R(s)}=\frac{K_{p f}}{D_{c l}(s)} \tag{5.453}
\end{equation*}
$$

As a consequence the transfer function of the pre-filter reads:

$$
\begin{equation*}
C_{p f}(s)=\frac{K_{p f}}{N_{c l}(s)} \tag{5.454}
\end{equation*}
$$

Note that this is only possible because the roots of $N_{c l}(s)$ have negative real-parts, meaning $C_{p f}(s)$ is stable.

Usually constant $K_{p f}$ is set such that the static gain of $\frac{Z(s)}{R(s)}$ is unitary, meaning that the position error is zero:

$$
\begin{equation*}
\left.\frac{Y(s)}{R(s)}\right|_{s=0}=1 \Rightarrow K_{p f}=D_{c l}(0) \tag{5.455}
\end{equation*}
$$

Additionally the numerator of the pre-filter may also cancel some slow stable poles (poles in the left plane) of the closed-loop system when they are not placed


Figure 5.12: State feedback loop with pre-filter inside the closed-loop
by the controller $\mathbf{K}$. In this case, the numerator of the pre-filter $C_{p f}(s)$ is no more a constant.

Equivalently, the pre-filter may be inserted inside the closed-loop, as shown in Figure 5.12.

Figure 5.11 and 5.12 are equivalent as soon as the following relation holds:

$$
\begin{equation*}
C_{p f}(s) G(s)=\frac{C_{2}(s) G(s)}{1+C_{2}(s) G(s)} \tag{5.456}
\end{equation*}
$$

Finally, controller $C_{2}(s)$ can be computed from $C_{p f}(s)$ as follows:

$$
\begin{equation*}
C_{p f}(s)=\frac{C_{2}(s)}{1+C_{2}(s) G(s)} \Leftrightarrow C_{2}(s)=\frac{C_{p f}(s)}{1-G(s) C_{p f}(s)} \tag{5.457}
\end{equation*}
$$

## Appendices

## Appendix A

## Refresher on linear algebra

## A. 1 Section overview

The purpose of this chapter is to review the main results in elementary linear algebra. We will review vectors and matrices notions. This chapter ends with the presentation of the notions of eigenvalues and eigenvectors. The content of this chapter is mainly based on the material provided within the paper of Daniel S. Stutts ${ }^{1}$ and Gregory J. Hakim ${ }^{2}$.

## A. 2 Vectors

## A.2.1 Definitions

A column vector, or simply a vector, is a set of numbers which are written in a column form:

$$
\underline{x}=\left[\begin{array}{c}
x_{1}  \tag{A.1}\\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

A row vector is a set of numbers which are written in a horizontal form. We denote a row vector by $\underline{x}^{T}$ where ${ }^{T}$ denotes the transpose operation:

$$
\underline{x}^{T}=\left[\begin{array}{llll}
x_{1} & x_{2} & \cdots & x_{n} \tag{A.2}
\end{array}\right]
$$

Vectors can represent the coordinate of a point within a space of dimension $n$.
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## A.2.2 Vectors operations

- The sum (or subtraction) of two vectors proceed element-wise:

$$
\left\{\begin{array}{l}
\underline{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right] \Rightarrow \underline{x}+\underline{y}=\left[\begin{array}{c}
x_{1}+y_{1} \\
x_{2}+y_{2} \\
\vdots \\
x_{n}+y_{n}
\end{array}\right]  \tag{A.3}\\
\underline{y}=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]
\end{array}\right.
$$

- The sum (or subtraction) is:
- Commutative:

$$
\begin{equation*}
\underline{x}+\underline{y}=\underline{y}+\underline{x} \tag{A.4}
\end{equation*}
$$

- Associative:

$$
\begin{equation*}
(\underline{x}+\underline{y})+\underline{z}=\underline{x}+(\underline{y}+\underline{z}) \tag{A.5}
\end{equation*}
$$

- The sum (or subtraction) of two vectors which are not of the same size is undefined.
- For vector subtraction, you have to replace + by - in the preceding expressions.
- Multiplication of a vector $\underline{x}$ by a scalar $c$ is defined by the multiplication of each number of the vector by $c$ :

$$
c \underline{x}=\left[\begin{array}{c}
c x_{1}  \tag{A.6}\\
c x_{2} \\
\vdots \\
c x_{n}
\end{array}\right]
$$

- The inner product (or dot product) $\underline{x}^{T} \underline{y}$ of two vectors $\underline{x}$ and $\underline{y}$ of the same size is obtained by multiplying each number element-wise:

$$
\left\{\begin{array}{l}
\underline{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right] \Rightarrow \underline{x}^{T} \underline{y}=\sum_{i}^{n} x_{i} y_{i}  \tag{A.7}\\
\underline{y}=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]
\end{array}\right.
$$

## A. 3 Matrices

## A.3.1 Definitions

A $n \times m$ matrix is a rectangular array of numbers formed by $n$ rows and $m$ columns:

$$
\mathbf{A}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 m}  \tag{A.8}\\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n m}
\end{array}\right]
$$

Number $a_{i j}$ refers to the number which is situated on the $i^{\text {th }}$ row and the $j^{\text {th }}$ column.

Matrix and vectors can be used to represent a system of equations in a compact form:

$$
\left.\left.\begin{array}{l}
\left\{\begin{array}{cl}
a_{11} x_{1}+\cdots a_{1 m} x_{m} & =b_{1} \\
\vdots \\
a_{n 1} x_{1}+\cdots & a_{n m} x_{m}
\end{array}=b_{m}\right.
\end{array}\right\} \begin{array}{ccc}
a_{11} & \cdots & a_{1 m} \\
\vdots & & \vdots  \tag{A.9}\\
a_{n 1} & \cdots & a_{n m}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{m}
\end{array}\right]=\left[\begin{array}{c}
b_{1} \\
\vdots \\
b_{m}
\end{array}\right] .
$$

- A square matrix is a matrix with the same number of rows and columns;
- A diagonal matrix is a square matrix in which the numbers outside the main diagonal are all zero;
- The identity matrix $\mathbb{I}$ is a diagonal matrix having only ones along the main diagonal:

$$
\mathbb{I}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{A.10}\\
& \ddots & & \\
0 & \cdots & 0 & 1
\end{array}\right]
$$

- The transpose of a matrix $\mathbf{A}$ has rows and columns which are interchanged: the first row becomes the first column, the second row becomes the second column and so on. The transpose of a matrix $\mathbf{A}$ is denoted $\mathbf{A}^{T}$ :

$$
\mathbf{A}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 m}  \tag{A.11}\\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n m}
\end{array}\right] \Rightarrow \mathbf{A}^{T}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{n 1} \\
\vdots & & \vdots \\
a_{1 m} & \cdots & a_{n m}
\end{array}\right]
$$

- A symmetric matrix is a square matrix that is equal to its transpose;
- The trace of a square matrix is the sum of its diagonal numbers:

$$
\begin{equation*}
\operatorname{tr}(\mathbf{A})=\sum_{i=1}^{n} a_{i i} \tag{A.12}
\end{equation*}
$$

## A.3.2 Matrix Operations

- The sum (or subtraction) of two matrices of the same size proceed elementwise:

$$
\left\{\begin{array}{c}
\mathbf{A}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 m} \\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n m}
\end{array}\right]  \tag{A.13}\\
\mathbf{B}=\left[\begin{array}{ccc}
b_{11} & \cdots & b_{1 m} \\
\vdots & & \vdots \\
b_{n 1} & \cdots & b_{n m}
\end{array}\right]
\end{array} \Rightarrow \mathbf{A + \mathbf { B } = [ \begin{array} { c c c } 
{ a _ { 1 1 } + b _ { 1 1 } } & { \cdots } & { a _ { 1 m } + b _ { 1 m } } \\
{ \vdots } & { } & { \vdots } \\
{ a _ { n 1 } + b _ { n 1 } } & { \cdots } & { a _ { n m } + b _ { n m } }
\end{array} ]}\right.
$$

- The sum (or subtraction) of two matrices which are not of the same size is undefined.
- The sum (or subtraction) of a matrix with a scalar is defined as the sum (or subtraction) of each number of the matrix with the scalar:

$$
\mathbf{A}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 m}  \tag{A.14}\\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n m}
\end{array}\right] \Rightarrow \mathbf{A}+c=\left[\begin{array}{ccc}
a_{11}+c & \cdots & a_{1 m}+c \\
\vdots & & \vdots \\
a_{n 1}+c & \cdots & a_{n m}+c
\end{array}\right]
$$

- Multiplication of a matrix $\mathbf{A}$ by a scalar $c$ is defined by the multiplication of each number of the matrix by $c$ :

$$
\mathbf{A}=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 m}  \tag{A.15}\\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n m}
\end{array}\right] \Rightarrow c \mathbf{A}=\left[\begin{array}{ccc}
c a_{11} & \cdots & c a_{1 m} \\
\vdots & & \vdots \\
c a_{n 1} & \cdots & c a_{n m}
\end{array}\right]
$$

- If $\mathbf{A}$ is an $n \times m$ matrix and $\mathbf{B}$ is an $m \times p$ matrix then the matrix product $\mathbf{A B}$ is defined to be the $n \times p$ matrix for which the number on the $i^{t h}$ row and the $j^{t h}$ column is obtained by taking the dot product of the corresponding $i^{\text {th }}$ row of the left matrix with the $j^{\text {th }}$ column of the right matrix:
- The $k^{\text {th }}$ power of a square matrix is obtained be multiplying $k$-times the matrix:

$$
\begin{equation*}
\mathbf{A}^{k}=\underbrace{\mathbf{A} \cdots \mathbf{A}}_{\text {k-times }} \tag{A.17}
\end{equation*}
$$

## A.3.3 Properties

For any matrices $\mathbf{A}, \mathbf{B}$ and $\mathbf{C}$ the following hold:
$-\mathbf{A}+\mathbf{B}=\mathbf{B}+\mathbf{A}$
$-(\mathbf{A}+\mathbf{B})+\mathbf{C}=\mathbf{A}+(\mathbf{B}+\mathbf{C})$
$-\mathbb{I} \mathbf{A}=\mathbf{A} \mathbb{I}=\mathbf{A}$
$-(\mathbf{A B}) \mathbf{C}=\mathbf{A}(\mathbf{B C})$
$-\mathbf{A}(\mathbf{B}+\mathbf{C})=\mathbf{A B}+\mathbf{A C}$

- $\mathbf{A}^{0}=\mathbb{I}$
$-(\mathbf{A B})^{T}=\mathbf{B}^{T} \mathbf{A}^{T}$
- For any scalar $c: c \mathbf{A}=\mathbf{A} c$
- But be careful, in general $\mathbf{A B} \neq \mathbf{B A}$


## A.3.4 Determinant and inverse

The determinant of a square matrix is a scalar. If the matrix is not square its determinant is undefined.

For of a $2 \times 2$ square matrix its determinant represents the area of the parallelogram obtained by the vectors in the rows of the matrix:

$$
\mathbf{A}=\left[\begin{array}{ll}
a_{11} & a_{12}  \tag{A.18}\\
a_{21} & a_{22}
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{A})=a_{11} a_{22}-a_{21} a_{12}
$$

Let $\mathbf{A}$ be a square $n \times n$ matrix and $\mathbf{A}_{i j}$ be the square $(n-1) \times(n-1)$ submatrix obtained by removing the $i^{\text {th }}$ row and the $j^{\text {th }}$ column from $\mathbf{A}$. Then determinant of $\mathbf{A}$ may be obtained recursively by reduction to the $2 \times 2$ form as follows:

$$
\begin{equation*}
\operatorname{det}(\mathbf{A})=\sum_{i=1}^{n} a_{i j}\left((-1)^{i+j} \operatorname{det}\left(\mathbf{A}_{i j}\right)\right)=\sum_{j=1}^{n} a_{i j}\left((-1)^{i+j} \operatorname{det}\left(\mathbf{A}_{i j}\right)\right) \tag{A.19}
\end{equation*}
$$

The inverse of a square matrix $\mathbf{A}$ is the matrix denoted $\mathbf{A}^{-1}$ such that:

$$
\begin{equation*}
\mathbf{A A}^{-1}=\mathbf{A}^{-1} \mathbf{A}=\mathbb{I} \tag{A.20}
\end{equation*}
$$

A matrix that has no inverse is called singular.

The inverse of a matrix can be expressed by the following formula where $\operatorname{adj}(\mathbf{A})$ is called the adjoint (or adjugate) matrix:

$$
\begin{equation*}
\mathbf{A}^{-1}=\frac{\operatorname{adj}(\mathbf{A})}{\operatorname{det}(\mathbf{A})} \tag{A.21}
\end{equation*}
$$

The number on the $i^{\text {th }}$ and $j^{\text {th }}$ column of the adjoint matrix $\operatorname{adj}(\mathbf{A})$ is the cofactor of $a_{i j}$. The cofactor of $a_{i j}$ is the determinant of the submatrix $\mathbf{A}_{i j}$ obtained by removing the $i^{\text {th }}$ row and the $j^{\text {th }}$ column from $\mathbf{A}$ multiplied by $(-1)^{i+j}$.

For of a $2 \times 2$ square matrix we get:

$$
\begin{align*}
& \mathbf{A}=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right] \Rightarrow\left\{\begin{array}{l}
\operatorname{det}(\mathbf{A})=a_{11} a_{22}-a_{21} a_{12} \\
\operatorname{adj}(\mathbf{A})=\left[\begin{array}{cc}
a_{22} & -a_{12} \\
-a_{21} & a_{11}
\end{array}\right] \\
\Rightarrow \mathbf{A}^{-1}=\frac{1}{a_{11} a_{22}-a_{21} a_{12}}\left[\begin{array}{cc}
a_{22} & -a_{12} \\
-a_{21} & a_{11}
\end{array}\right]
\end{array} .\right. \tag{A.22}
\end{align*}
$$

It can be shown that:

- If $\operatorname{det}(\mathbf{A}) \neq 0$ then $\mathbf{A}$ is nonsingular ;
- If any row or column of $\mathbf{A}$ is zero then $\operatorname{det}(\mathbf{A})=0$;
- If two rows or columns of $\mathbf{A}$ are proportional then $\operatorname{det}(\mathbf{A})=0$;
$-\operatorname{det}(\mathbf{A B})=\operatorname{det}(\mathbf{A}) \operatorname{det}(\mathbf{B}) ;$
$-\operatorname{det}\left(\mathbf{A}^{T}\right)=\operatorname{det}(\mathbf{A}) ;$
$-\operatorname{det}\left(\mathbf{A}^{-1}\right)=\frac{1}{\operatorname{det}(\mathbf{A})}$ provided that $\mathbf{A}^{-1}$ exists ;
- If $\mathbf{A}$ is a $n \times n$ matrix and $c$ a scalar then $\operatorname{det}(c \mathbf{A})=c^{n} \operatorname{det}(\mathbf{A})$;
$-(\mathbf{A B})^{-1}=\mathbf{B}^{-1} \mathbf{A}^{-1} ;$
$-\left(\mathbf{A}^{-1}\right)^{T}=\left(\mathbf{A}^{T}\right)^{-1} ;$
Furthermore let $\mathbf{A}$ be of dimension $n \times n, \mathbf{B}$ of dimension $n \times k, \mathbf{D}$ of dimension $k \times k$ and $\mathbf{C}$ of dimension $k \times n$, then the Woodbury Formulae ${ }^{3}$ reads:

$$
\left\{\begin{align*}
(\mathbf{A}+\mathbf{B D C})^{-1} & =\mathbf{A}^{-1}-\mathbf{A}^{-1} \mathbf{B}\left(\mathbf{D}^{-1}+\mathbf{C A}^{-1} \mathbf{B}\right)^{-1} \mathbf{C A}^{-1}  \tag{A.23}\\
\mathbf{D C}(\mathbf{A}+\mathbf{B D C})^{-1} & =\left(\mathbf{D}^{-1}+\mathbf{C A}^{-1} \mathbf{B}\right)^{-1} \mathbf{C A}^{-1}
\end{align*}\right.
$$
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## A. 4 Eigenvalues and eigenvectors

A vector $\underline{x}$ is called a (right) eigenvector of matrix $\mathbf{A}$ if $\underline{x}$ is proportional to $\mathbf{A} \underline{x}$, or equivalently in the same direction than $\mathbf{A} \underline{x}$ :

$$
\begin{equation*}
s \underline{x}=\mathbf{A} \underline{x} \tag{A.24}
\end{equation*}
$$

In order for (A.24) to hold the following relation shall be satisfied:

$$
\begin{equation*}
(s \mathbb{I}-\mathbf{A}) \underline{x}=\underline{0} \tag{A.25}
\end{equation*}
$$

Relation (A.25) holds for $\underline{x} \neq \underline{0}$ as soon as the resolvent matrix $\Phi(s)=$ $(s \mathbb{I}-\mathbf{A})^{-1}$ is singular. For the resolvent matrix $\Phi(s)$ to be singular we shall have:

$$
\begin{equation*}
\operatorname{det}(s \mathbb{I}-\mathbf{A})=0 \tag{A.26}
\end{equation*}
$$

Assuming that $\mathbf{A}$ is of dimension $n \times n$ then the determinant $\operatorname{det}(s \mathbb{I}-\mathbf{A})$, which is called the characteristic polynomial of $\mathbf{A}$, is a polynomial of degree $n$. Furthermore its $n$ roots are called the eigenvalues of $\mathbf{A}$ and are usually denoted $\lambda_{1}, \cdots, \lambda_{n}$.

## Appendix B

## Overview of Lagrangian Mechanics

## B. 1 Euler-Lagrange equations

Euler-Lagrange equations is a useful technique to obtain the equations of motion of mechanical systems. Euler-Lagrange equations rely on the expressions of the kinetic and potential energy of the system with respect to its generalized coordinates $q_{i}$, one for each degree of freedom of the system.

Euler-Lagrange equations read:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right)-\frac{\partial \mathcal{L}}{\partial q_{i}}=Q_{i} \tag{B.1}
\end{equation*}
$$

where:

- $q_{i}$ denotes a generalized coordinates of the system. Generalized coordinates are composed by the set of minimum size of variables which allows to determine unambiguously the configuration of the system. They are either positions or angles. The number of generalized coordinates is equal to the number of degrees of freedom of the system. We will denote $\underline{q}$ the vector of generalized coordinates:

$$
\begin{equation*}
\underline{q}=\left[q_{1}, \cdots, q_{n}\right]^{T} \tag{B.2}
\end{equation*}
$$

- The Lagrangian $\mathcal{L}$ denotes the difference between the kinetic energy, which is denoted $T(\underline{q}, \underline{\dot{q}})$, and the potential energy, which is denoted $V(\underline{q})$. The kinetic energy $\bar{T}(\underline{q}, \underline{\dot{q}})$ depends on the generalized coordinates $\underline{q}$ and also on their derivatives $\underline{\dot{q}}$ whereas the potential energy $V(\underline{q})$ is a function of only the generalized coordinates $\underline{q}$ :

$$
\begin{equation*}
\mathcal{L}=T(\underline{q}, \underline{\dot{q}})-V(\underline{q}) \tag{B.3}
\end{equation*}
$$

- The kinetic energy $T(\underline{q}, \underline{\dot{q}})$ of a rigid body is defined as follows, where $P$ is any point of the rigid body $\mathcal{B}$ :

$$
\begin{equation*}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} \iiint_{\mathcal{B}} \underline{v}(P)^{T} \underline{v}(P) d m \tag{B.4}
\end{equation*}
$$

We recall that the velocity vector $\underline{v}(P)$ of any material point $P$ of a rigid body can be expressed as the sum of the velocity $\underline{v}$ of its center of mass and the cross product between the angular velocity vector $\underline{\omega}$, which is independent of $P$, of the rigid body with respect to its center of mass and the relative position vector $\underline{\widetilde{x}}(P)$ of $P$ with respect to the center of mass of the body:

$$
\begin{equation*}
\underline{v}(P)=\underline{v}+\underline{\omega} \times \underline{\widetilde{x}}(P) \tag{B.5}
\end{equation*}
$$

Substituting for $\underline{v}(P)$ in the expression of $T(\underline{q}, \underline{\dot{q}})$ and expanding, we get:

$$
\begin{array}{r}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} \iiint_{\mathcal{B}}(\underline{v}+\underline{\omega} \times \underline{\widetilde{x}}(P))^{T}(\underline{v}+\underline{\omega} \times \underline{\widetilde{x}}(P)) d m \\
=\frac{1}{2} \iiint_{\mathcal{B}} \underline{v}^{T} \underline{v}+(\underline{\omega} \times \underline{\widetilde{x}}(P))^{T}(\underline{\omega} \times \underline{\widetilde{x}}(P))  \tag{B.6}\\
+2 \underline{v}^{T}(\underline{\omega} \times \underline{\underline{x}}(P)) d m
\end{array}
$$

However:

$$
\begin{equation*}
\frac{1}{2} \iiint_{\mathcal{B}} \underline{v}^{T} \underline{v} d m=\frac{1}{2} \underline{v}^{T} \underline{v} \iiint_{\mathcal{B}} d m=\frac{1}{2} m \underline{v}^{T} \underline{v} \tag{B.7}
\end{equation*}
$$

and, by definition of the center of mass:

$$
\begin{align*}
\frac{1}{2} \iiint_{\mathcal{B}} \underline{v}^{T}(\underline{\omega} \times \underline{\widetilde{x}}(P)) d m & =\frac{1}{2} \underline{v}^{T}\left(\underline{\omega} \times \iiint_{\mathcal{B}} \widetilde{\widetilde{x}}(P) d m\right) \\
& =\frac{1}{2} \underline{v}^{T}(\underline{\omega} \times \underline{\underline{0}})  \tag{B.8}\\
& =0
\end{align*}
$$

Moreover the following relation holds:

$$
\begin{equation*}
(\underline{\omega} \times \underline{\widetilde{x}}(P))^{T}(\underline{\omega} \times \underline{\widetilde{x}}(P))=\left(\left(\underline{\widetilde{x}}(P)^{T} \underline{\widetilde{x}}(P)\right) \underline{\omega}-\left(\underline{\widetilde{x}}(P)^{T} \underline{\omega}\right) \underline{\widetilde{x}}(P)\right)^{T} \underline{\omega} \tag{B.9}
\end{equation*}
$$

We finally get:

$$
\begin{align*}
T(\underline{q}, \dot{\dot{q}}) & =\frac{1}{2} m \underline{v}^{T} \underline{v}+\frac{1}{2}\left(\iiint_{\mathcal{B}}\left(\left(\underline{\widetilde{x}}(P)^{T} \underline{\widetilde{x}}(P)\right) \underline{\omega}-\left(\underline{\widetilde{x}}(P)^{T} \underline{\omega}\right) \underline{\widetilde{x}}(P)\right)^{T} d m\right) \underline{\omega} \\
& =\frac{1}{2} m \underline{v}^{T} \underline{v}+\frac{1}{2}\left(\iiint_{\mathcal{B}}\left(\left(\underline{\widetilde{x}}(P)^{T} \underline{\widetilde{x}}(P)\right) \underline{\omega}-\left(\underline{\widetilde{x}}(P)^{T} \underline{\omega}\right) \underline{\widetilde{x}}(P)\right) d m\right)^{T} \underline{\omega} \tag{B.10}
\end{align*}
$$

Hence, we obtain the König decomposition:

$$
\begin{equation*}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} m \underline{v}^{T} \underline{v}+\frac{1}{2} \underline{H}^{T} \underline{\omega} \tag{B.11}
\end{equation*}
$$

where $\underline{H}$ is the angular momentum of the rigid body relatively to its center of mass:

$$
\begin{align*}
\underline{H} & :=\iiint_{\mathcal{B}}\left(\left(\underline{\widetilde{x}}(P)^{T} \underline{\widetilde{x}}(P)\right) \underline{\omega}-\left(\underline{\widetilde{x}}(P)^{T} \underline{\omega}\right) \underline{\widetilde{x}}(P)\right) d m \\
& =\iiint_{\mathcal{B}}(\underline{\widetilde{x}}(P) \times \underline{\omega} \times \underline{\widetilde{x}}(P)) d m \tag{B.12}
\end{align*}
$$

Finally, the angular momentum $\underline{H}$ can expressed as the product between the angular velocity $\underline{\omega}$ and the moment of inertia $\mathbf{I}=\mathbf{I}^{T}$ of the rigid body relatively to its center of mass:

$$
\begin{equation*}
\underline{H}=\mathbf{I} \underline{\omega} \tag{B.13}
\end{equation*}
$$

Thus, for a rigid body with mass $m$ and moment of inertia $\mathbf{I}$ the kinetic energy $T(\underline{q}, \underline{\dot{q}})$ is obtained as the sum between the kinetic energy due to the velocity $\underline{v}$ of the center of mass of the body and its angular velocity $\underline{\omega}$, both velocities being expressed in an inertial frame:

$$
\begin{equation*}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} m \underline{v}^{T} \underline{v}+\frac{1}{2} \underline{\omega}^{T} \mathbf{I} \underline{\omega} \tag{B.14}
\end{equation*}
$$

- Moment of inertia I is a positive definite matrix. Matrix I shall be computed with respect to the point $O$ corresponding to the origin of the frame chosen for the generalized coordinates $q$. Denoting by $x, y$ and $z$ the coordinates of an element of mass $d m$ with respect to the point $O$, the moment of inertia $\mathbf{I}$ reads as follows:

$$
\begin{align*}
\mathbf{I} & =\left[\begin{array}{ccc}
I_{x} & -I_{x y} & -I_{x z} \\
-I_{x y} & I_{y} & -I_{y z} \\
-I_{x z} & -I_{y z} & I_{z}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\int\left(y^{2}+z^{2}\right) d m & -\int x y d m & -\int x z d m \\
-\int x y d m & \int\left(x^{2}+z^{2}\right) d m & -\int y z d m \\
-\int x z d m & -\int y z d m & \int\left(x^{2}+y^{2}\right) d m
\end{array}\right]  \tag{B.15}\\
& =\mathbf{I}^{T}>0
\end{align*}
$$

Quantities $I_{x}, I_{y}$ and $I_{z}$ are called moments of inertia with respect to the $x, y$ and $z$ axis,respectively whereas quantities $I_{x y}, I_{x z}$ and $I_{y z}$ are called products of inertia.

- Huygens-Steiner theorem gives the moment of inertia $\mathbf{I}_{P}$ at any point $P$ of a solid of mass $m$ given its moment of inertia $\mathbf{I}$ defined at a point $O$ :

$$
\underline{O P}=\left[\begin{array}{l}
x_{P}  \tag{B.16}\\
y_{P} \\
z_{P}
\end{array}\right] \Rightarrow \mathbf{I}=\mathbf{I}_{P}+m\left[\begin{array}{ccc}
\left(y_{P}^{2}+z_{P}^{2}\right) & -x_{P} y_{P} & -x_{P} z_{P} \\
-x_{P} y_{P} & \left(x_{P}^{2}+z_{P}^{2}\right) & -y_{P} z_{P} \\
-x_{P} z_{P} & -y_{P} z_{P} & \left(x_{P}^{2}+y_{P}^{2}\right)
\end{array}\right]
$$

- It is worth noticing that the kinetic and the potential energy have to be evaluated in an inertial frame.
Assuming that a non-inertial frame is considered, let $\underline{v}^{b}$ be the linear velocity expressed in the non-inertial frame and $\underline{\nu}$ the angular velocity expressed in the non-inertial frame. In such a non-inertial frame the kinetic energy $T(\underline{q}, \underline{\dot{q}})$ reads:

$$
\begin{equation*}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} m\left(\underline{v}^{b}\right)^{T} \underline{v}^{b}+\frac{1}{2} \underline{\nu}^{T} \mathbf{I} \underline{\nu} \tag{B.17}
\end{equation*}
$$

Denoting by $\eta$ the vector of angles which allows to position the non-inertial frame (body frame) with respect to the inertial frame (those are Euler angles for example) and by $\mathbf{R}_{b}^{i}(\underline{\eta})$ the rotation matrix from the noninertial frame (body frame) to the inertial frame, we have:

$$
\begin{equation*}
\underline{v}=\mathbf{R}_{b}^{i}(\underline{\eta}) \underline{v}^{b} \tag{B.18}
\end{equation*}
$$

Similarly, denoting by $\underline{\nu}$ the angular velocity in the non-inertial frame and by $\underline{\omega}$ the angular velocity in the inertial frame, we have:

$$
\begin{equation*}
\underline{\nu}=\mathbf{W}(\underline{\eta}) \underline{\omega} \tag{B.19}
\end{equation*}
$$

The relation between $\underline{\omega}$ and $\underline{\nu}$, that is matrix $\mathbf{W}(\underline{\eta})$, is obtained by developing each row of the following matrix equation:

$$
\frac{d}{d t} \mathbf{R}_{b}^{i}(\underline{\eta})=\mathbf{R}_{b}^{i}(\underline{\eta}) \boldsymbol{\Omega}(\underline{\nu}) \text { where }\left\{\begin{array}{l}
\underline{\omega}:=\dot{\underline{\eta}}  \tag{B.20}\\
\underline{\nu}:=\left[\begin{array}{lll}
p & q & r
\end{array}\right]^{T} \\
\boldsymbol{\Omega}(\underline{\nu})=\left[\begin{array}{ccc}
0 & -r & q \\
r & 0 & -p \\
-q & p & 0
\end{array}\right]
\end{array}\right.
$$

Let $\underline{w}$ be a vector with coordinates $\left[\begin{array}{lll}a & b & c\end{array}\right]^{T}$. Using the fact that $\boldsymbol{\Omega}(\underline{\nu})$ is an antisymmetric (or skew-symmetric) matrix, we get the following relation:

$$
\begin{aligned}
\underline{\nu}=\left[\begin{array}{l}
p \\
q \\
r
\end{array}\right] \Rightarrow \boldsymbol{\Omega}(\underline{\nu}) \underline{w} & =\left[\begin{array}{ccc}
0 & -r & q \\
r & 0 & -p \\
-q & p & 0
\end{array}\right]\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right] \\
& =-\left[\begin{array}{ccc}
0 & -c & b \\
c & 0 & -a \\
-b & a & 0
\end{array}\right]\left[\begin{array}{l}
p \\
q \\
r
\end{array}\right] \\
& =-\boldsymbol{\Omega}(\underline{w}) \underline{\nu}
\end{aligned}
$$

Using the fact that a rotation matrix is an orthogonal matrix, meaning that $\left(\mathbf{R}_{b}^{i}(\eta)\right)^{-1}=\left(\mathbf{R}_{b}^{i}(\eta)\right)^{T}$, the kinetic energy $T(q, \dot{q})$ expressed in the inertial frame reads as follows:

$$
\begin{align*}
T(\underline{q}, \underline{\dot{q}}) & =\frac{1}{2} m\left(\underline{v}^{b}\right)^{T} \underline{v}+\frac{1}{2}(\underline{\nu})^{T} \mathbf{I} \underline{\nu} \\
& =\frac{1}{2} m\left(\left(\mathbf{R}_{b}^{i}(\underline{\eta})\right)^{T} \underline{v}\right)^{T}\left(\left(\mathbf{R}_{b}^{i}(\underline{\eta})\right)^{T} \underline{v}\right)+\frac{1}{2}(\mathbf{W}(\underline{\eta}) \underline{\omega})^{T} \mathbf{I}(\mathbf{W}(\underline{\eta}) \underline{\omega}) \\
& =\frac{1}{2} m \underline{v}^{T} \underline{v}+\frac{1}{2} \underline{\omega} \mathbf{W}^{T}(\underline{\eta}) \mathbf{I}(\mathbf{W}(\underline{\eta}) \underline{\omega}) \tag{B.22}
\end{align*}
$$

Thus, the kinetic energy $T(q, \dot{q})$ expressed in the inertial frame is:

$$
\begin{equation*}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} m \underline{v}^{T} \underline{v}+\frac{1}{2} \underline{\omega}^{T} \mathbf{J}(\underline{\eta}) \underline{\omega} \tag{B.23}
\end{equation*}
$$

where the fictitious moment of inertia $\mathbf{J}(\underline{\eta})$ is defined by:

$$
\begin{equation*}
\mathbf{J}(\underline{\eta})=\mathbf{W}^{T}(\underline{\eta}) \mathbf{I} \mathbf{W}(\underline{\eta}) \tag{B.24}
\end{equation*}
$$

Finally, let $\mathbf{I}_{P}$ be the inertia matrix with respect to a point $P$ of the rigid body, $\underline{v}_{P}^{b}$ the linear velocity of $P$ expressed in the non-inertial frame, $\underline{\nu}_{P}$
its angular velocity expressed in the non-inertial frame and $\underline{r}_{P G}$ the vector between the rigid body centre of mass $G$ and $P$. Then, denoting by $\times$ the cross product between two vectors, the kinetic energy $T(q, \dot{q})$ of $P$ reads as follows ${ }^{1}$ :

$$
\begin{equation*}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} m\left(\underline{v}_{P}^{b}\right)^{T} \underline{v}_{P}^{b}+\frac{1}{2}\left(\underline{\nu}_{P}\right)^{T} \mathbf{I}_{P} \underline{\nu}_{P}+m\left(\underline{v}_{P}^{b}\right)^{T}\left(\underline{\nu}_{P} \times \underline{r}_{P G}\right) \tag{B.25}
\end{equation*}
$$

- $Q_{i}$ represents the non-conservative generalized forces that are either forces or torques that are external to the system or which cannot be obtained as the derivative of a scalar potential function (that is a potential energy). Generalized force $Q_{i}$ generates a movement, either a translation for a force or a rotation for a torque, according to the direction of the generalized coordinates $q_{i}$.
- The chain rule may be used to get the following relation:

$$
\begin{equation*}
\left(\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right)-\frac{\partial \mathcal{L}}{\partial q_{i}}\right) q_{i}=\frac{\partial \mathcal{L}}{\partial t}-\frac{d}{d t}\left(\mathcal{L}-\dot{q}_{i} \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right) \tag{B.26}
\end{equation*}
$$

Consequently, assuming that Lagrangian $\mathcal{L}$ does not explicitly depends on time $\left(\frac{\partial \mathcal{L}}{\partial t}=0\right)$ and that no non-conservative generalized forces acts on the system $\left(Q_{i}=0\right)$, then the quantity $\mathcal{L}-\dot{q}_{i} \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}$ is a first integral of the system:

$$
\left\{\begin{array}{l}
\frac{\partial \mathcal{L}}{\partial t}=0  \tag{B.27}\\
Q_{i}=0
\end{array} \Rightarrow \mathcal{L}-\dot{q}_{i} \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}=\mathrm{constant}\right.
$$

The kinetic energy $T(\underline{q}, \underline{\dot{q}})$ can always be expressed as follows where $\mathbf{M}(\underline{q})=$ $\mathbf{M}(\underline{q})^{T}>0$ is a positive definite matrix:

$$
\begin{equation*}
T(\underline{q}, \underline{\dot{q}})=\frac{1}{2} \dot{\dot{q}}^{T} \mathbf{M}(\underline{q}) \underline{\dot{q}} \quad \text { where } \quad \mathbf{M}(\underline{q})=\mathbf{M}^{T}(\underline{q})>0 \tag{B.28}
\end{equation*}
$$

Using the preceding relation for the kinetic energy, it can be shown that:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial T(\underline{q}, \dot{\dot{q}})}{\partial \underline{\dot{q}}}\right)-\frac{\partial T(\underline{q}, \dot{\underline{q}})}{\partial \underline{q}}=\mathbf{M}(\underline{q}) \underline{\ddot{q}}+\mathbf{C}(\underline{q}, \underline{\dot{q}}) \underline{\dot{q}} \tag{B.29}
\end{equation*}
$$

Matrix $\mathbf{C}(\underline{q}, \dot{q}) \dot{q}$ is the so-called Coriolis (terms involving products $\dot{q}_{i} \dot{q}_{j} i \neq$ $j$ ) and centrifugal (terms involving products $\dot{q}_{i}^{2}$ ) forces matrix. It is worth noticing that the $k^{\text {th }}$ row of matrix $\mathbf{C}(\underline{q}, \dot{\dot{q}})$, which will be denoted $\underline{c}_{k}^{T}(\underline{q}, \underline{\dot{q}})$, can be obtained thanks to the following relation:

$$
\left\{\begin{array}{l}
\underline{c}_{k}^{T}(\underline{q}, \dot{\dot{q}})=\dot{\dot{q}}^{T} \mathbf{S}_{k}(\underline{q})  \tag{B.30}\\
\mathbf{S}_{k}(\underline{q})=\frac{1}{2}\left(\frac{\partial \underline{M}_{k}(\underline{q})}{\partial \underline{q}}+\left(\frac{\partial M_{k}(\underline{q})}{\partial \underline{q}}\right)^{T}-\frac{\partial \mathbf{M}(\underline{q})}{\partial q_{k}}\right)
\end{array}\right.
$$

[^55]where $\underline{M}_{k}(\underline{q})$ is the $k^{\text {th }}$ column of matrix $\mathbf{M}(\underline{q})$ and $q_{k}$ is the $k^{\text {th }}$ component of vector $\underline{q}$. Terms of matrix $\mathbf{C}(\underline{q}, \underline{\dot{q}})$ are called Christoffel symbols.

Once developed, Euler-Lagrange equations (B.1) can then be written as follows:

$$
\begin{equation*}
\mathbf{M}(\underline{q}) \underline{\underline{q}}+\mathbf{C}(\underline{q}, \underline{\dot{q}}) \underline{\dot{q}}+\underline{G}(\underline{q})=\mathbf{D}(\underline{q}, \underline{\dot{q}}, \underline{u}) \tag{B.31}
\end{equation*}
$$

- The term $\underline{G}(\underline{q})$ corresponds to conservative forces. We recall that conservative generalized forces can be obtained as $\frac{\partial V\left(q_{i}\right)}{\partial q_{i}}$ where $V\left(q_{i}\right)$ is a potential function. Such conservative generalized forces are taken into account within the Lagrangian $\mathcal{L}$ but not within the generalized forces $Q_{i}$.
- The term $\mathbf{D}(\underline{q}, \underline{\dot{q}}, \underline{u})$ corresponds to the non-conservative generalized forces. The term $\underline{u}$ corresponds to the control vector of the system.
- External forces due to dissipation are encompassed within the term $\mathbf{D}(\underline{q}, \underline{\dot{q}}, \underline{u})$. They are of the form $-\frac{\partial \mathcal{F}(\dot{q})}{\partial \underline{\dot{q}}}$ where $\mathcal{F}(\underline{\dot{q}})$ is the Rayleigh dissipation function which by definition satisfies ${ }^{2}$ :

$$
\begin{equation*}
\underline{\dot{q}}^{T} \frac{\partial \mathcal{F}(\underline{\dot{q}})}{\partial \underline{\dot{q}}} \geq 0 \tag{B.32}
\end{equation*}
$$

It is worth noticing that damping forces are always dissipative.

- The system is said to be passive when the following relation holds ${ }^{2}$ :

$$
\begin{equation*}
\text { Passivity } \Leftrightarrow \frac{d}{d t} \mathbf{M}(\underline{q})-2 \mathbf{C}(\underline{q}, \underline{\dot{q}})=\mathbf{P} \text { where } \mathbf{P}=-\mathbf{P}^{T} \tag{B.33}
\end{equation*}
$$

Assume now that the generalized coordinates $q$ are not all independent but subject to $m$ holonomic constraints (nonholonomic constraints are of the form $\left.g_{j}(\underline{q}, \underline{\dot{q}})=0\right)$ :

$$
\begin{equation*}
g_{j}(\underline{q})=0 \quad j=1, \cdots, m \tag{B.34}
\end{equation*}
$$

Then the variations of $\delta q_{i}$ are not free but must obey to the following relations:

$$
\begin{equation*}
\delta g_{j}(\underline{q})=\sum_{i=1}^{n} \frac{\partial g_{j}(\underline{q})}{\partial q_{i}} \delta q_{i}=0 \quad j=1, \cdots, m \tag{B.35}
\end{equation*}
$$

In that situation the constraints (B.34) are associated with $m$ Lagrange's multipliers $\lambda_{j}$ and the Euler-Lagrange equations read:

$$
\left\{\begin{array}{l}
g_{j}\left(q_{1}, \cdots, q_{n}\right)=0 \quad j=1, \cdots, m  \tag{B.36}\\
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right)-\frac{\partial \mathcal{L}}{\partial q_{i}}=Q_{i}+\sum_{j=1}^{m} \lambda_{j} \frac{\partial g_{j}}{\partial q_{i}} \quad i=1, \cdots, n
\end{array}\right.
$$

[^56]

Figure B.1: Robot arm

The term $\sum_{j=1}^{m} \lambda_{j} \frac{\partial g_{j}}{\partial q_{i}}$ corresponds to the internal generalized force $\widetilde{Q}_{i}$ related to the constraints on component $q_{i}$ of the generalized coordinates vector:

$$
\begin{equation*}
\widetilde{Q}_{i}=\sum_{j=1}^{m} \lambda_{j} \frac{\partial g_{j}}{\partial q_{i}} \tag{B.37}
\end{equation*}
$$

A generalization of the Euler-Lagrange equations taking into account the constraints on the components of the generalized coordinates vector are the Boltzmann-Hamel equations ${ }^{3}$.

## B. 2 Robot arm

Let's consider Figure B. 1 where a robot arm is depicted: $u(t)$ is the torque applied by a motor drive and $y(t)$ is the angular position of the arm. In addition we denote $m$ the mass of the arm, $l$ the distance between the axis of the motor and the centre of mass of the arm, $b$ the viscous friction coefficient, $I$ its inertia and $g$ the acceleration of gravity.

The generalized coordinates is chosen to be the angle $q(t)=y(t)$. Indeed the knowledge of the value of $y(t)$ allows to determine unambiguously the configuration of the system. It is worth noticing that the knowledge of the coordinates of the centre of gravity of the arm also allows to determine unambiguously the configuration of the system. Nevertheless the coordinates of the centre of gravity form a vector of dimension 2 whereas the angle $q(t)=y(t)$ is a scalar of dimension 1. Consequently the coordinates of the centre of gravity don't constitute a set a minimum size.

The coordinates of the centre of gravity within the inertial frame read:

$$
\overrightarrow{O G}(t)=\left[\begin{array}{l}
x_{G}(t)  \tag{B.38}\\
y_{G}(t)
\end{array}\right]=\left[\begin{array}{c}
l \sin (\theta(t)) \\
-l \cos (\theta(t))
\end{array}\right]
$$

[^57]By taking the derivative we get the components of the velocity vector as well as the square of its norm:

$$
\underline{v}(t)=\frac{d}{d t} \overrightarrow{O G}(t)=\left[\begin{array}{c}
l \dot{\theta} \cos (\theta)  \tag{B.39}\\
l \dot{\theta} \sin (\theta)
\end{array}\right] \Rightarrow \underline{v}(t)^{T} \underline{v}(t)=l^{2} \dot{\theta}^{2}
$$

The kinetic energy $T(q, \dot{q})$ and the potential energy $V(q)$ read:

$$
\left\{\begin{array}{l}
T(q, \dot{q})=\frac{1}{2} m \underline{v}(t)^{T} \underline{v}(t)+\frac{1}{2} I \dot{\theta}^{2}=\frac{1}{2} m l^{2} \dot{\theta}^{2}+\frac{1}{2} I \dot{\theta}^{2}  \tag{B.40}\\
V(q)=-m g l \cos (\theta)
\end{array}\right.
$$

And the Lagrangian $\mathcal{L}$ reads:

$$
\begin{equation*}
\mathcal{L}=T(q, \dot{q})-V(q)=\frac{1}{2} m l^{2} \dot{\theta}^{2}+\frac{1}{2} I \dot{\theta}^{2}+m g l \cos (\theta) \tag{B.41}
\end{equation*}
$$

Consequently the partial derivatives have the following expression:

$$
\left\{\begin{array}{l}
\frac{\partial \mathcal{L}}{\partial \dot{\theta}}=\left(m l^{2}+I\right) \dot{\theta}  \tag{B.42}\\
\frac{\partial \mathcal{L}}{\partial \theta}=-m g l \sin (\theta)
\end{array}\right.
$$

The non-conservative generalized forces (forces and torques) are here the torque $u(t)$ applied by the motor as well as the friction torque $-k \dot{\theta}$ which is proportional to the angular velocity $\dot{\theta}$ :

$$
\begin{equation*}
Q=u(t)-k \dot{\theta} \tag{B.43}
\end{equation*}
$$

Applying the Euler-Lagrange equations (B.1) leads to the following dynamic model of the robot arm:

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\theta}}\right)-\frac{\partial \mathcal{L}}{\partial \theta}=Q \tag{B.44}
\end{equation*}
$$

That is:

$$
\begin{equation*}
\left(m l^{2}+\mathbf{I}\right) \ddot{\theta}+m g l \sin (\theta)=u(t)-k \dot{\theta} \tag{B.45}
\end{equation*}
$$

It is clear that the preceding equation can be written as $\mathbf{M}(\underline{q}) \underline{\ddot{q}}+\mathbf{C}(\underline{q}, \underline{q}) \underline{\dot{q}}+\underline{G}(\underline{q})=\mathbf{D}(\underline{q}, \underline{\dot{q}}, \underline{u})$ (cf. (B.31)) where $\mathbf{C}(\underline{q}, \underline{\dot{q}})=0$ and where the term $\mathbf{D}(\underline{q}, \underline{\dot{q}}, \underline{u}):=u(t)-k \dot{\theta}$ represents the generalized force encompassing control $u$ and friction torque $k \dot{\theta}$, which is a non conservative force.

## B. 3 Quadrotor

The quadcopter structure is presented in Figure B.2. It shows angular velocities $\omega_{i}$ and forces $f_{i}$ created by the four rotors, numbered from $i=1$ to $i=4$. Torque direction is opposite to velocities $\omega_{i}$.


Figure B.2: Inertial and body frames of a quadcopter

## B.3.1 Inertial frame and body frame

The following vectors will be used:
$-\underline{\xi}=\left[\begin{array}{lll}x & y & z\end{array}\right]^{T}$ is the vector whose components define the position of the centre of gravity of the quadcopter in the inertial frame;
$-\underline{\eta}=\left[\begin{array}{ccc}\phi & \theta & \psi\end{array}\right]^{T}$ is the vector of so-called Euler angles whose components define the orientation (attitude) of the quadcopter in the inertial frame:

- The roll angle $\phi$ determines the angular position of the quadcopter around the $x$-axis of the body frame;
- The pitch angle $\theta$ determines the angular position of the quadcopter around the $y$-axis of the body frame;
- The yaw angle $\psi$ determines the angular position of the quadcopter around the $z$-axis of the body frame.
$-\underline{\nu}=\left[\begin{array}{lll}p & q & r\end{array}\right]^{T}$ is the vector whose components define the angular velocities of the quadcopter in the body frame.


## B.3.2 Direct Cosine Matrix (DCM) and kinematic relations

Let $\underline{x}^{i}$ be a vector expressed in the inertial frame, $\underline{x}^{b}$ a vector expressed in the body frame and $\mathbf{R}_{i}^{b}(\underline{\eta})$ the rotation matrix, also called Direct Cosine Matrix ( DCM ), from the inertial frame to the body frame:

$$
\begin{equation*}
\underline{x}^{b}=\mathbf{R}_{i}^{b}(\underline{\eta}) \underline{x}^{i} \tag{B.46}
\end{equation*}
$$

Rotation matrix $\mathbf{R}_{i}^{b}(\underline{\eta})$ is obtained by the multiplication of the rotation matrices around Euler angles, namely yaw angle $\psi$, pitch angle $\theta$ and then roll angle $\phi$, respectively. Denoting $c_{x}=\cos (x), s_{x}=\sin (x)$ and $\mathbf{R}_{y}$ the rotation
matrix dedicated to angle $y$ we get:

$$
\begin{align*}
\mathbf{R}_{i}^{b}(\underline{\eta}) & =\mathbf{R}_{\phi} \mathbf{R}_{\theta} \mathbf{R}_{\psi} \\
& =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c_{\phi} & s_{\phi} \\
0 & -s_{\phi} & c_{\phi}
\end{array}\right]\left[\begin{array}{ccc}
c_{\theta} & 0 & -s_{\theta} \\
0 & 1 & 0 \\
s_{\theta} & 0 & c_{\theta}
\end{array}\right]\left[\begin{array}{ccc}
c_{\psi} & s_{\psi} & 0 \\
-s_{\psi} & c_{\psi} & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{B.47}\\
& =\left[\begin{array}{ccc}
c_{\theta} c_{\psi} & c_{\theta} s_{\psi} & -s_{\theta} \\
\left(s_{\phi} s_{\theta} c_{\psi}-c_{\phi} s_{\psi}\right) & \left(s_{\phi} s_{\theta} s_{\psi}+c_{\phi} c_{\psi}\right) & s_{\phi} c_{\theta} \\
\left(c_{\phi} s_{\theta} c_{\psi}+s_{\phi} s_{\psi}\right) & \left(c_{\phi} s_{\theta} s_{\psi}-s_{\phi} c_{\psi}\right) & c_{\phi} c_{\theta}
\end{array}\right]
\end{align*}
$$

It is worth noticing that $\mathbf{R}_{i}^{b}(\underline{\eta})$ is an orthogonal matrix. Consequently the rotation matrix $\mathbf{R}_{b}^{i}(\underline{\eta})$ from the body frame to the inertial frame is obtained as follows:

$$
\begin{align*}
\mathbf{R}_{b}^{i}(\underline{\eta}) & :=\left(\mathbf{R}_{i}^{b}(\underline{\eta})\right)^{-1}=\left(\mathbf{R}_{i}^{b}(\underline{\eta})\right)^{T} \\
& =\left[\begin{array}{ccc}
c_{\theta} c_{\psi} & \left(s_{\phi} s_{\theta} c_{\psi}-c_{\phi} s_{\psi}\right) & \left(c_{\phi} s_{\theta} c_{\psi}+s_{\phi} s_{\psi}\right) \\
c_{\theta} s_{\psi} & \left(s_{\phi} s_{\theta} s_{\psi}+c_{\phi} c_{\psi}\right) & \left(c_{\phi} s_{\theta} s_{\psi}-s_{\phi} c_{\psi}\right) \\
-s_{\theta} & s_{\phi} c_{\theta} & c_{\phi} c_{\theta}
\end{array}\right] \tag{B.48}
\end{align*}
$$

The relation between the angular velocities $(p, q, r)$ in the body frame and the time derivative of the Euler angles $(\phi, \theta, \psi)$ is the following:

$$
\underline{\nu}:=\left[\begin{array}{c}
p  \tag{B.49}\\
q \\
r
\end{array}\right]=\left[\begin{array}{l}
\dot{\phi} \\
0 \\
0
\end{array}\right]+\mathbf{R}_{\phi}\left[\begin{array}{l}
0 \\
\dot{\theta} \\
0
\end{array}\right]+\mathbf{R}_{\phi} \mathbf{R}_{\theta}\left[\begin{array}{l}
0 \\
0 \\
\dot{\psi}
\end{array}\right]
$$

We finally get:

$$
\left[\begin{array}{l}
p  \tag{B.50}\\
q \\
r
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & -\sin (\theta) \\
0 & \cos (\phi) & \sin (\phi) \cos \theta \\
0 & -\sin (\phi) & \cos (\phi) \cos \theta
\end{array}\right]\left[\begin{array}{l}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]
$$

That is:

$$
\begin{equation*}
\underline{\nu}=\mathbf{W}(\underline{\eta}) \underline{\underline{\eta}} \tag{B.51}
\end{equation*}
$$

where:

$$
\underline{\eta}:=\left[\begin{array}{l}
\phi  \tag{B.52}\\
\theta \\
\psi
\end{array}\right]
$$

and:

$$
\mathbf{W}(\underline{\eta})=\left[\begin{array}{ccc}
1 & 0 & -\sin (\theta)  \tag{B.53}\\
0 & \cos (\phi) & \sin (\phi) \cos (\theta) \\
0 & -\sin (\phi) & \cos (\phi) \cos (\theta)
\end{array}\right]
$$

It is worth noticing that the preceding relation can be obtained from the following equality which simply states that the time derivative of matrix $\mathbf{R}_{b}^{i}(\underline{\eta})$ can be seen as matrix $\boldsymbol{\Omega}(\underline{\nu})$ of the angular velocities in the body frame expressed in the inertial frame:

$$
\left.\frac{d}{d t} \mathbf{R}_{b}^{i}(\underline{\eta})=\mathbf{R}_{b}^{i}(\underline{\eta}) \boldsymbol{\Omega}(\underline{\nu}) \text { where } \boldsymbol{\Omega}(\underline{\nu})=-\boldsymbol{\Omega}(\underline{\nu})^{T}=\left[\begin{array}{ccc}
0 & -r & q  \tag{B.54}\\
r & 0 & -p \\
-q & p & 0
\end{array}\right]\right]
$$

Conversely we have:

$$
\begin{equation*}
\underline{\dot{\eta}}=\mathbf{W}(\underline{\eta})^{-1} \underline{\nu} \tag{B.55}
\end{equation*}
$$

where:

$$
\mathbf{W}(\underline{\eta})^{-1}=\left[\begin{array}{ccc}
1 & \sin (\phi) \tan (\theta) & \cos (\phi) \tan (\theta)  \tag{B.56}\\
0 & \cos (\phi) & -\sin (\phi) \\
0 & \frac{\sin (\phi)}{\cos (\theta)} & \frac{\cos (\phi)}{\cos (\theta)}
\end{array}\right]
$$

## B.3.3 Forces and torques

We will use the following notation:

- $I_{r}$ is the inertia moment of each rotor;
- $d$ is the distance between the rotor and the centre of mass of the quadcopter, that is the arm length basically;
- $\omega_{i}$ the angular velocity of the $i^{\text {th }}$ rotor;
- $f_{i}$ is the thrust force created by each rotor in the direction of the body $z_{b}$-axis;
- $C_{l}$ is the lift coefficient;
- $C_{d}$ is the drag coefficient.

The non-conservative generalized forces (forces and torques) are the following:

- Aerodynamic thrust force $f_{t}$ in the direction of the body $z_{b}$-axis. This force is the sum of each force coming from each rotor:

$$
\begin{equation*}
f_{t}=\sum_{i=1}^{4} f_{i}=\sum_{i=1}^{4} C_{l} \omega_{i}^{2} \tag{B.57}
\end{equation*}
$$

Let vector $\underline{f}_{a}^{i}$ be the thrust force created by all rotors in the inertial frame:

$$
\underline{f}_{a}^{i}=\mathbf{R}_{b}^{i}(\underline{\eta})\left[\begin{array}{c}
0  \tag{B.58}\\
0 \\
f_{t}
\end{array}\right]=\mathbf{R}_{b}^{i}(\underline{\eta})\left[\begin{array}{c}
0 \\
0 \\
\sum_{i=1}^{4} C_{l} \omega_{i}^{2}
\end{array}\right]
$$

Where $\mathbf{R}_{b}^{i}(\underline{\eta})$ denotes the rotation matrix from the body frame to the inertial frame.

- Aerodynamic torque $\tau^{b}$ expressed in the body frame. Vector $\tau^{b}$ is the sum of the following terms:
- Torque $\tau_{a}^{b}$ coming from the aerodynamics actions coming from propellers in the direction of the corresponding body frame angles:

$$
\tau_{a}^{b}=\left[\begin{array}{c}
\tau_{\phi}  \tag{B.59}\\
\tau_{\theta} \\
\tau_{\psi}
\end{array}\right]=\left[\begin{array}{c}
d C_{l}\left(\omega_{4}^{2}-\omega_{2}^{2}\right) \\
d C_{l}\left(\omega_{3}^{2}-\omega_{1}^{2}\right) \\
C_{d}\left(-\omega_{1}^{2}+\omega_{2}^{2}-\omega_{3}^{2}+\omega_{4}^{2}\right)
\end{array}\right]
$$

- Torque $\underline{\tau}_{g}^{b}$ coming from the gyroscopic effect due to propeller rotation:

$$
\begin{align*}
\tau_{g}^{b} & =-\left(I_{r} \frac{d}{d t}\left[\begin{array}{c}
0 \\
0 \\
\sum_{i=1}^{4} \operatorname{sgn}\left(\omega_{i}\right) \omega_{i}
\end{array}\right]+\left[\begin{array}{l}
p \\
q \\
r
\end{array}\right] \times I_{r}\left[\begin{array}{c}
0 \\
0 \\
\sum_{i=1}^{4} \operatorname{sgn}\left(\omega_{i}\right) \omega_{i}
\end{array}\right]\right) \\
& =\left[\begin{array}{c}
I_{r} q\left(\omega_{1}-\omega_{2}+\omega_{3}-\omega_{4}\right) \\
-I_{r} p\left(\omega_{1}-\omega_{2}+\omega_{3}-\omega_{4}\right) \\
I_{r}\left(\dot{\omega}_{1}-\dot{\omega}_{2}+\dot{\omega}_{3}-\dot{\omega}_{4}\right)
\end{array}\right] \tag{B.60}
\end{align*}
$$

where $\operatorname{sgn}\left(\omega_{i}\right)=+1$ for counterclockwise propeller rotation and $\operatorname{sgn}\left(\omega_{i}\right)=-1$ for clockwise propeller rotation.

We finally get:

$$
\begin{align*}
\underline{\tau}^{b} & =\underline{\tau}_{a}^{b}+\underline{\tau}_{g}^{b} \\
& =\left[\begin{array}{c}
d C_{l}\left(\omega_{4}^{2}-\omega_{2}^{2}\right)+I_{r} q\left(\omega_{1}-\omega_{2}+\omega_{3}-\omega_{4}\right) \\
d C_{l}\left(\omega_{3}^{2}-\omega_{1}^{2}\right)-I_{r} p\left(\omega_{1}-\omega_{2}+\omega_{3}-\omega_{4}\right) \\
C_{d}\left(-\omega_{1}^{2}+\omega_{2}^{2}-\omega_{3}^{2}+\omega_{4}^{2}\right)+I_{r}\left(\dot{\omega}_{1}-\dot{\omega}_{2}+\dot{\omega}_{3}-\dot{\omega}_{4}\right)
\end{array}\right] \tag{B.61}
\end{align*}
$$

It is worth noticing that terms which depends on $I_{r}$ come from the gyroscopic effect due to propeller rotation and are usually omitted.

## B.3.4 Generalized coordinates

The vector of generalized coordinates $\underline{q}$ which will determine the configuration of the quadcopter is a vector with six components which is defined as follows:

$$
\underline{q}=\left[\begin{array}{l}
\underline{\xi}  \tag{B.62}\\
\underline{\eta}
\end{array}\right] \text { where }\left\{\begin{array}{l}
\underline{\xi}=\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right] \\
\underline{\eta}=\left[\begin{array}{l}
\phi \\
\theta \\
\psi
\end{array}\right]
\end{array}\right.
$$

## B.3.5 Inertia matrix

The quadcopter is assumed to have symmetric structure with four arms aligned with the body $x$ and $y$ axes. Thus the inertia matrix $\mathbf{I}$ is diagonal and $I_{x}=I_{y}$ :

$$
\mathbf{I}=\left[\begin{array}{ccc}
I_{x} & 0 & 0  \tag{B.63}\\
0 & I_{y} & 0 \\
0 & 0 & I_{z}
\end{array}\right]
$$

## B.3.6 Kinetic energy

Because the inertia matrix is expressed in the body frame, vector $\underline{\nu}$ is naturally chosen to express the rotational kinetic energy. Nevertheless the rotational
kinetic energy shall be expressed as a function of the chosen generalized coordinates. Consequently we shall use the transformation matrix $\mathbf{W}(\underline{\eta})$ to get $\underline{\eta}$ from $\underline{\nu}$ and express the rotational kinetic energy as a function of the chosen generalized coordinates. Consequently the kinetic energy $T(\underline{q}, \underline{\dot{q}})$ reads:

$$
\begin{align*}
T(\underline{q}, \dot{q}) & =\frac{1}{2} m \dot{\xi}^{T} \dot{\underline{\xi}}+\frac{1}{2} \underline{\nu}^{T} \mathbf{I} \underline{\nu} \\
& =\frac{1}{2} m \dot{\dot{\xi}} T \dot{\dot{\xi}}^{T}+\frac{1}{2} \dot{\underline{\eta}}^{T} \mathbf{W}(\underline{\eta})^{T} \mathbf{I} \mathbf{W}(\underline{\eta}) \underline{\dot{\eta}}  \tag{B.64}\\
& =\frac{1}{2} m \underline{\dot{\xi}} \underline{\dot{\xi}}+\frac{1}{2} \dot{\underline{\eta}}^{T} \mathbf{J}(\underline{\eta}) \underline{\dot{\eta}}
\end{align*}
$$

where we use symmetric matrix $\mathbf{J}(\underline{\eta})$ defined as follows:

$$
\begin{equation*}
\mathbf{J}(\underline{\eta})=\mathbf{W}(\underline{\eta})^{T} \mathbf{I} \mathbf{W}(\underline{\eta})=\mathbf{J}(\underline{\eta})^{T} \tag{B.65}
\end{equation*}
$$

From (B.53) and (B.63) matrix $\mathbf{J}(\underline{\eta})$ reads:

$$
\begin{align*}
\mathbf{J}(\underline{\eta}) & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & c_{\phi} & -s_{\phi} \\
-s_{\theta} & s_{\phi} c_{\theta} & c_{\phi} c_{\theta}
\end{array}\right]\left[\begin{array}{ccc}
I_{x} & 0 & 0 \\
0 & I_{y} & 0 \\
0 & 0 & I_{z}
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & -s_{\theta} \\
0 & c_{\phi} & s_{\phi} c_{\theta} \\
0 & -s_{\phi} & c_{\phi} c_{\theta}
\end{array}\right]  \tag{B.66}\\
& =\left[\begin{array}{ccc}
I_{x} & I_{y} c_{\phi}^{2}+I_{z} s_{\phi}^{2} & \left(I_{y}-I_{z} s_{\theta}\right) c_{\phi} s_{\phi} c_{\theta} \\
0 & \left(I_{y}-I_{z}\right) c_{\phi} s_{\phi} c_{\theta} & I_{x} s_{\theta}^{2}+I_{y} s_{\phi}^{2} c_{\theta}^{2}+I_{z} c_{\phi}^{2} c_{\theta}^{2}
\end{array}\right]
\end{align*}
$$

Thus:

$$
\begin{align*}
\frac{1}{2} \dot{\underline{\eta}}^{T} \mathbf{J}(\underline{\eta}) \underline{\dot{\eta}}=\frac{1}{2} I_{x}(\dot{\phi}-\dot{\psi} \sin \theta)^{2}+ & \frac{1}{2} I_{y}(\dot{\theta} \cos \phi+\dot{\psi} \sin \phi \cos \theta)^{2} \\
& +\frac{1}{2} I_{z}(\dot{\theta} \sin \phi-\dot{\psi} \cos \phi \cos \theta)^{2} \tag{B.67}
\end{align*}
$$

Kinetic energy $T(\underline{q}, \underline{\dot{q}})$ as a function of the chosen generalized coordinates finally reads:

$$
\begin{align*}
T(\underline{q}, \underline{\dot{q}}) & =\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)+\frac{1}{2} I_{x}(\dot{\phi}-\dot{\psi} \sin \theta)^{2} \\
+ & \frac{1}{2} I_{y}(\dot{\theta} \cos \phi+\dot{\psi} \sin \phi \cos \theta)^{2}+\frac{1}{2} I_{z}(\dot{\theta} \sin \phi-\dot{\psi} \cos \phi \cos \theta)^{2} \tag{B.68}
\end{align*}
$$

It can be shown that the determinant of symmetric matrix $\mathbf{J}(\underline{\eta})$ reads as follows and that this is a positive definite matrix $\forall \theta \neq(2 k+1) \pi / 2, k=1,2, \cdots$ :

$$
\begin{equation*}
\operatorname{det}(\mathbf{J}(\underline{\eta}))=I_{x} I_{y} I_{z}(\cos (\theta))^{2} \tag{B.69}
\end{equation*}
$$

## B.3.7 Potential energy

Potential energy $V(\underline{q})$ a function of the chosen generalized coordinates reads:

$$
V(\underline{q})=m g z=m g\left[\begin{array}{lll}
0 & 0 & 1 \tag{B.70}
\end{array}\right] \underline{\xi}
$$

## B.3.8 Lagrangian

Consequently Lagrangian $\mathcal{L}$ reads:

$$
\begin{align*}
\mathcal{L}= & T(\underline{q, \dot{q}})-V(\underline{q}) \\
= & \frac{1}{2} m \underline{\dot{\xi}}^{T} \underline{\dot{\xi}}+\frac{1}{2} \dot{\eta}^{T} \mathbf{J}(\underline{\eta}) \underline{\eta}-m g\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right] \xi \\
= & \frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}+\dot{z}^{2}\right)+\frac{1}{2} I_{x}(\dot{\phi}-\dot{\psi} \sin \theta)^{2}  \tag{B.71}\\
& +\frac{1}{2} I_{y}(\dot{\theta} \cos \phi+\dot{\psi} \sin \phi \cos \theta)^{2}+\frac{1}{2} I_{z}(\dot{\theta} \sin \phi-\dot{\psi} \cos \phi \cos \theta)^{2} \\
& -m g z
\end{align*}
$$

## B.3.9 Euler-Lagrange equations

We have seen that the Lagrangian $\mathcal{L}$ reads:

$$
\mathcal{L}=\frac{1}{2} m \underline{\xi}^{T} \dot{\underline{\xi}}+\frac{1}{2} \dot{\underline{\eta}}^{T} \mathbf{J}(\underline{\eta}) \underline{\dot{\eta}}-m g\left[\begin{array}{lll}
0 & 0 & 1 \tag{B.72}
\end{array}\right] \underline{\xi}
$$

Since the Lagrangian $\mathcal{L}$ contains no cross terms combining $\underline{\dot{\xi}}$ with $\underline{\dot{\eta}}$ the Euler-Lagrange equations can be partitioned as follows:

- Euler-Lagrange equations with respect to $\underline{\xi}$ lead to the translational equations of motion of the quadcopter. Applying the Euler-Lagrange equations (B.1) and denoting by $\underline{f}_{a}^{i}$ the thrust force created by all rotors in the inertial frame we get:

$$
\begin{align*}
\underline{f}_{a}^{i} & =\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \underline{\xi}}\right)-\frac{\partial \mathcal{L}}{\partial \underline{\xi}}  \tag{B.73}\\
\Leftrightarrow \underline{f}_{a}^{i} & =m \underline{\underline{\xi}}+m g\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]^{T}
\end{align*}
$$

From (B.58) we get the differential equations for the positional accelerations:

$$
\underline{\ddot{\xi}}=\frac{1}{m} \mathbf{R}_{b}^{i}(\underline{\eta})\left[\begin{array}{c}
0  \tag{B.74}\\
0 \\
\sum_{i=1}^{4} f_{i}
\end{array}\right]-g\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

- Euler-Lagrange equations with respect to $\eta$ lead to the rotational equations of motion of the quadcopter. Applying Euler-Lagrange equations (B.1) and denoting by $\tau^{i}$ the torque created by all rotors in the inertial frame we get:

$$
\begin{align*}
\underline{\tau}^{i} & =\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\eta}}\right)-\frac{\partial \mathcal{L}}{\partial \eta} \\
& =\frac{d}{d t}(\mathbf{J}(\underline{\eta}) \dot{\eta})-\frac{\partial}{\partial \underline{\eta}}\left(\frac{1}{2} \underline{\dot{\eta}}^{T} \mathbf{J}(\underline{\eta}) \dot{\eta}\right) \\
& =\mathbf{J}(\underline{\eta}) \ddot{\underline{\eta}}+\frac{d \mathbf{J} \mathbf{( \underline { \eta }})}{d t} \underline{\underline{\eta}}-\frac{1}{2} \frac{\partial\left(\dot{\eta}^{T} \mathbf{J}(\underline{\eta})\right)}{\partial \underline{\eta}} \dot{\underline{\eta}}  \tag{B.75}\\
& =\mathbf{J}(\underline{\eta}) \ddot{\underline{\eta}}+\left(\frac{d \mathbf{J}(\underline{\eta})}{d t}-\frac{1}{2} \frac{\partial\left(\dot{\eta}^{T} \mathbf{J}(\underline{\eta})\right)}{\partial \underline{\eta}}\right) \underline{\eta}
\end{align*}
$$

The preceding equation can be rewritten as follows where $\mathbf{C}(\underline{\eta}, \underline{\underline{\eta}}) \underline{\underline{\eta}}$ is the Coriolis and centrifugal forces matrix:

$$
\begin{equation*}
\mathbf{J}(\underline{\eta}) \underline{\ddot{\eta}}+\mathbf{C}(\underline{\eta}, \underline{\dot{\eta}}) \underline{\dot{\eta}}=\underline{\tau}^{i} \tag{B.76}
\end{equation*}
$$

The expression of $\mathbf{J}(\underline{\eta})$ has been provided in (B.66) whereas the expression of coefficients $C_{i j}$ of matrix $\mathbf{C}(\underline{\eta}, \underline{\dot{\eta}})$ are the following:

$$
\mathbf{C}(\underline{\eta}, \underline{\dot{\eta}})=\left[\begin{array}{lll}
C_{11} & C_{12} & C_{13}  \tag{B.77}\\
C_{21} & C_{22} & C_{23} \\
C_{31} & C_{32} & C_{33}
\end{array}\right]
$$

where:

$$
\left\{\begin{align*}
C_{11}= & 0  \tag{B.78}\\
C_{12}= & \left(I_{y}-I_{z}\right) \dot{\theta} c_{\phi} s_{\phi}+\frac{1}{2} \dot{\psi} c_{\theta}\left(\left(I_{y}-I_{z}\right)\left(s_{\phi}^{2}-c_{\phi}^{2}\right)-I_{x}\right) \\
C_{13}= & \left(I_{z}-I_{y}\right) \dot{\psi} c_{\phi} s_{\phi} c_{\theta}^{2}+\frac{1}{2} \dot{\theta} c_{\theta}\left(\left(I_{y}-I_{z}\right)\left(s_{\phi}^{2}-c_{\phi}^{2}\right)-I_{x}\right) \\
C_{21}= & \left(I_{z}-I_{y}\right) \dot{\theta} c_{\phi} s_{\phi}+\frac{1}{2} \dot{\psi} c_{\theta}\left(\left(I_{z}-I_{y}\right)\left(s_{\phi}^{2}-c_{\phi}^{2}\right)+I_{x}\right) \\
C_{22}= & \left(I_{z}-I_{y}\right) \dot{\phi} c_{\phi} s_{\phi} \\
C_{23}= & \left(I_{y} s_{\phi}^{2}+I_{z} c_{\phi}^{2}-I_{x}\right) \dot{\psi} s_{\theta} c_{\theta} \\
& \quad+\frac{1}{2} \dot{\phi} c_{\theta}\left(\left(I_{z}-I_{y}\right)\left(s_{\phi}^{2}-c_{\phi}^{2}\right)+I_{x}\right) \\
C_{31}= & \left(I_{y}-I_{z}\right) \dot{\psi} c_{\theta}^{2} s_{\phi} c_{\phi} \\
& \quad+\frac{1}{2} \dot{\theta} c_{\theta}\left(\left(I_{y}-I_{z}\right)\left(c_{\phi}^{2}-s_{\phi}^{2}\right)-I_{x}\right) \\
C_{32}= & \left(I_{z}-I_{y}\right) \dot{\theta} c_{\phi} s_{\phi} s_{\theta}+\left(I_{x}-I_{y} s_{\phi}^{2}-I_{z} c_{\phi}^{2}\right) \dot{\psi} s_{\theta} c_{\theta} \\
& \quad+\frac{1}{2} \dot{\phi} c_{\theta}\left(\left(I_{y}-I_{z}\right)\left(c_{\phi}^{2}-s_{\phi}^{2}\right)-I_{x}\right) \\
C_{33}= & \left(I_{y}-I_{z}\right) \dot{\phi} c_{\phi} s_{\phi} c_{\theta}^{2}+I_{x} \dot{\theta} c_{\theta} s_{\theta}-\dot{\psi} c_{\theta} s_{\theta}\left(I_{y} s_{\phi}^{2}+I_{z} c_{\phi}^{2}\right)
\end{align*}\right.
$$

It is worth noticing that the $k^{\text {th }}$ row of matrix $\mathbf{C}(\underline{\eta}, \underline{\eta})$, which will be denoted $\underline{c}_{k}^{T}(\underline{\eta}, \underline{\underline{\eta}})$, can be obtained thanks to the following relation:

$$
\left\{\begin{array}{l}
c_{k}^{T}(\underline{\eta}, \underline{\eta})=\dot{\eta}^{T} \mathbf{S}_{k}(\underline{\eta})  \tag{B.79}\\
\mathbf{S}_{k}(\underline{\eta})=\frac{1}{2}\left(\frac{\partial \underline{J}_{k}(\underline{\eta})}{\partial \underline{\underline{ }}}+\left(\frac{\partial \underline{J}_{k}(\underline{\eta})}{\partial \underline{\eta}}\right)^{T}-\frac{\partial \mathbf{J}(\underline{\eta})}{\partial \eta_{k}}\right)
\end{array}\right.
$$

where $\underline{J}_{k}(\underline{\eta})$ is the $k^{\text {th }}$ column of matrix $\mathbf{J}(\underline{\eta})$ and $\eta_{k}$ is the $k^{\text {th }}$ component of vector $\underline{\eta}$.
From (B.76) we get the differential equations for the angular accelerations:

$$
\begin{equation*}
\ddot{\ddot{\eta}}=\mathbf{J}(\underline{\eta})^{-1}\left(\underline{\tau}^{i}-\mathbf{C}(\underline{\eta}, \underline{\dot{\eta}}) \underline{\eta}\right) \tag{B.80}
\end{equation*}
$$

## B.3.10 Newton-Euler equations

Let $\underline{v}^{b}=\mathbf{R}_{i}^{b}(\underline{\eta}) \underline{\dot{\xi}}$ be the translational velocity vector expressed in the body frame and $\underline{f}^{b}$ the external forces applied on the quadcopter expressed in the body frame:

$$
\underline{f}^{b}=\left[\begin{array}{c}
0  \tag{B.81}\\
0 \\
\sum_{i=1}^{4} f_{i}
\end{array}\right]-\mathbf{R}_{i}^{b}(\underline{\eta}) m g\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

Applying Newton-Euler equations, the translational and angular dynamics in the body frame of the rigid body quadcopter reads as follows:

$$
\left[\begin{array}{cc}
m \mathbb{I} & \mathbf{0}  \tag{B.82}\\
\mathbf{0} & \mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\underline{\dot{v}}^{b} \\
\underline{\dot{\nu}}
\end{array}\right]+\left[\begin{array}{cc}
m \boldsymbol{\Omega}(\underline{\nu}) & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Omega}(\underline{\nu}) \mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\underline{v}^{b} \\
\underline{\nu}
\end{array}\right]=\left[\begin{array}{c}
\underline{f}^{b} \\
\underline{\tau}^{b}
\end{array}\right]
$$

Where:

$$
\boldsymbol{\Omega}(\underline{\nu})=-\boldsymbol{\Omega}(\underline{\nu})^{T}=\left[\begin{array}{ccc}
0 & -r & q  \tag{B.83}\\
r & 0 & -p \\
-q & p & 0
\end{array}\right]
$$

The preceding Newton-Euler equations are equivalent to equations (B.74) and (B.80) obtained through the Euler-Lagrange formalism:

$$
\left\{\begin{array} { l } 
{ \underline { v } ^ { b } = \mathbf { R } _ { i } ^ { b } ( \underline { \eta ) } \dot { \underline { \xi } } }  \tag{B.84}\\
{ m \underline { \dot { v } } ^ { b } + m \boldsymbol { \Omega } ( \underline { \nu } ) \underline { v } ^ { b } = \underline { f } ^ { b } } \\
{ \underline { \dot { \eta } } = \mathbf { W } ( \eta ) ^ { - 1 } \underline { \nu } } \\
{ \underline { \dot { \nu } } = \mathbf { I } ^ { - 1 } ( \underline { \tau } ^ { b } - \boldsymbol { \Omega } ( \underline { \nu } ) \mathbf { I } \underline { \nu } ) }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\ddot{\xi}=\frac{1}{m} \mathbf{R}_{b}^{i}(\underline{\eta})\left[\begin{array}{c}
0 \\
0 \\
\sum_{i=1}^{4} f_{i}
\end{array}\right]-g\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] \\
\ddot{\eta}=\mathbf{J}(\underline{\eta})^{-1}\left(\underline{\tau}^{i}-\mathbf{C}(\underline{\eta}, \underline{\dot{\eta}}) \underline{\eta}\right)
\end{array}\right.\right.
$$

Where:

$$
\begin{equation*}
\underline{\tau}^{i}=\mathbf{W}(\underline{\eta})^{T} \underline{\tau}^{b} \tag{B.85}
\end{equation*}
$$

The equivalence of the translational equations of motion is easily verified thanks to the kinematics relations.

As far as the Newton-Euler equations related to the rotational equations of motion we get:

$$
\begin{align*}
& \left\{\begin{array}{l}
\underline{\nu}=\mathbf{W}(\underline{\eta}) \dot{\eta} \\
\mathbf{I} \underline{\underline{\nu}}+\boldsymbol{\Omega}(\underline{\nu}) \overline{\mathbf{I}} \underline{\nu}=\tau^{b}
\end{array}\right. \\
& \Rightarrow\left\{\begin{array}{l}
\underline{\dot{\nu}}=\dot{\mathbf{W}}(\underline{\eta}) \underline{\eta}+\mathbf{W}(\underline{\eta}) \ddot{\eta} \\
\mathbf{I}(\mathbf{\mathbf { W }}(\underline{\eta}) \underline{\dot{\eta}}+\mathbf{W}(\underline{\eta}) \ddot{\eta})+\boldsymbol{\Omega}(\underline{\nu}) \mathbf{I} \mathbf{W}(\underline{\eta}) \underline{\eta}=\underline{\tau}^{b}
\end{array}\right.  \tag{B.86}\\
& \Rightarrow \mathbf{I W}(\underline{\eta}) \ddot{\underline{\eta}}+(\mathbf{I} \mathbf{\mathbf { W }}(\underline{\eta})+\boldsymbol{\Omega}(\underline{\nu}) \mathbf{I W}(\underline{\eta})) \underline{\underline{\eta}}=\underline{\tau}^{b}
\end{align*}
$$

Multiplying both side by $\mathbf{W}(\underline{\eta})^{T}$ leads to the equation of the rotational equation of motion obtained through the Euler-Lagrange formalism:

$$
\begin{align*}
& \mathbf{W}(\underline{\eta})^{T} \mathbf{I W}(\underline{\eta}) \ddot{\ddot{\eta}}+\left(\mathbf{W}(\underline{\eta})^{T} \mathbf{I} \dot{\mathbf{W}}(\underline{\eta})+\mathbf{W}(\underline{\eta})^{T} \boldsymbol{\Omega}(\underline{\nu}) \mathbf{I W}(\underline{\eta})\right) \underline{\dot{\eta}}=\mathbf{W}(\underline{\eta})^{T} \underline{\tau}^{b} \\
& \Leftrightarrow \mathbf{J}(\underline{\eta}) \underline{\ddot{\eta}}+\mathbf{C}(\underline{\eta}, \dot{\eta}) \underline{\dot{\eta}}=\underline{\tau}^{i} \tag{B.87}
\end{align*}
$$

More generally the Newton-Euler equations for a point which is located to $\left(\Delta_{x}, \Delta_{y}, \Delta_{z}\right)$ with respect to the center of mass of the rigid body with velocity $\left(u_{b}, v_{b}, w_{b}\right)$ in the body fixed axis (of course these components are the components of $\underline{v}^{b}$, that is the velocity of the center of mass when the center of mass is considered, that is when $\Delta_{x}=\Delta_{y}=\Delta_{z}=0$ ) reads as follows ${ }^{4}$ :

$$
\left[\begin{array}{cc}
m \mathbb{I} & -\boldsymbol{\Delta}  \tag{B.88}\\
\boldsymbol{\Delta} & \mathbf{I}
\end{array}\right]\left[\begin{array}{cc}
\underline{\dot{v}}^{b} \\
\underline{\dot{\nu}}^{b}
\end{array}\right]+\left[\begin{array}{cc}
m \boldsymbol{\Omega}(\underline{\nu}) & -\boldsymbol{\Omega}(\underline{\nu}) \boldsymbol{\Delta} \\
\boldsymbol{\Omega}(\underline{\nu}) \boldsymbol{\Delta} & \boldsymbol{\Omega}(\underline{\nu}) \mathbf{I}-\mathbf{V} \boldsymbol{\Delta}
\end{array}\right]\left[\begin{array}{c}
\underline{v}^{b} \\
\underline{\nu}
\end{array}\right]=\left[\begin{array}{c}
\underline{f}^{b} \\
\underline{\tau}^{b}
\end{array}\right]
$$

[^58]Where:

$$
\left\{\begin{array}{l}
\boldsymbol{\Omega}(\underline{\nu})=\left[\begin{array}{ccc}
0 & -r & q \\
r & 0 & -p \\
-q & p & 0
\end{array}\right]  \tag{B.89}\\
\boldsymbol{\Delta}=\left[\begin{array}{ccc}
0 & -m \Delta_{z} & m \Delta_{y} \\
m \Delta_{z} & 0 & -m \Delta_{x} \\
-m \Delta_{y} & m \Delta_{x} & 0
\end{array}\right] \\
\mathbf{V}=\left[\begin{array}{ccc}
0 & -w_{b} & v_{b} \\
w_{b} & 0 & -u_{b} \\
-v_{b} & u_{b} & 0
\end{array}\right]
\end{array}\right.
$$

## B.3.11 Translational equations of motion with wind

The velocity of the quadcopter with respect to the inertial frame (the Earth) is the sum of the velocity of the quadcopter with respect to the wind, which is denoted $\mathbf{R}_{b}^{i}(\eta) \underline{v}^{b}$, and the wind velocity, which is denoted $\underline{w}$. Denoting by $\underline{\xi}$ the position of the drone, we have:

$$
\begin{equation*}
\underline{\dot{\xi}}:=\underline{v}^{i}=\mathbf{R}_{b}^{i}(\underline{\eta}) \underline{v}^{b}+\underline{w} \tag{B.90}
\end{equation*}
$$

where:

$$
\underline{v}^{b}=\left[\begin{array}{l}
u  \tag{B.91}\\
v \\
w
\end{array}\right]
$$

Rotation matrix $\mathbf{R}_{b}^{i}(\underline{\eta})$ is given by (B.48).
Taking the time derivative of the velocity in the inertial frame, $\underline{v}^{i}$, we get:

$$
\begin{equation*}
\underline{\dot{v}}^{i}=\dot{\mathbf{R}}_{b}^{i} \underline{v}^{b}+\mathbf{R}_{b}^{i}(\underline{\eta}) \underline{\dot{v}}^{b}+\underline{\dot{w}} \tag{B.92}
\end{equation*}
$$

From Newton's translational equations of motion we have:

$$
\begin{equation*}
m \underline{\dot{i}}^{i}=\sum \underline{f}^{i} \tag{B.93}
\end{equation*}
$$

Multiplying by $\mathbf{R}_{i}^{b}(\underline{\eta})$ leads to the following relation:

$$
\begin{equation*}
m \mathbf{R}_{i}^{b}(\underline{\eta}) \underline{)}^{i}=\mathbf{R}_{i}^{b}(\underline{\eta}) \sum \underline{f}^{i}=\sum \underline{f}^{b} \tag{B.94}
\end{equation*}
$$

We get:

$$
\begin{align*}
& \sum \underline{f}^{b}=m\left(\mathbf{R}_{i}^{b}(\underline{\eta}) \dot{\mathbf{R}}_{b}^{i} \underline{v}^{b}+\dot{\dot{v}}^{b}+\mathbf{R}_{i}^{b}(\underline{\eta}) \dot{\underline{w}}\right) \\
& \Leftrightarrow \underline{\dot{v}}^{b}=\frac{\sum \underline{f}^{b}}{m}-\mathbf{R}_{i}^{b}(\underline{\eta}) \dot{\mathbf{R}}_{b}^{i} \underline{v}^{b}-\mathbf{R}_{i}^{b}(\underline{\eta}) \underline{\dot{w}} \tag{B.95}
\end{align*}
$$

where $\mathbf{R}_{i}^{b}(\underline{\eta}) \dot{\mathbf{R}}_{b}^{i}:=\boldsymbol{\Omega}(\underline{\nu})$ has been seen previously. We finally get the following equation of motion taking into account the wind component $\underline{w}$ reads:

$$
\begin{equation*}
\underline{\dot{v}}^{b}=\frac{\sum \underline{f}^{b}}{m}-\boldsymbol{\Omega}(\underline{\nu}) \underline{v}^{b}-\mathbf{R}_{i}^{b}(\underline{\eta}) \underline{\dot{w}} \tag{B.96}
\end{equation*}
$$

Furthermore the wind is assumed to be not a constant but dependent on time $t$ as well as on the quadcopter location $\underline{\xi}:=[x, y, z]^{T}$. So we have: $\underline{w}:=\underline{w}(t, \underline{\xi})$. Taking into account the rule of chain derivative we have:

$$
\begin{equation*}
\underline{\dot{w}}(t, \underline{\xi})=\frac{\partial \underline{w}(t, \underline{\xi})}{\partial t}+\frac{\partial \underline{w}(t, \underline{\xi})}{\partial \underline{\xi}} \frac{\partial \underline{\xi}}{\partial t} \tag{B.97}
\end{equation*}
$$

Taking into account that the time derivative of the location of the quadcopter is its velocity expressed in the inertial we have:

$$
\begin{equation*}
\frac{\partial \underline{\xi}}{\partial t}=\underline{v}^{i}=\mathbf{R}_{b}^{i}(\underline{\eta}) \underline{v}^{b}+\underline{w} \tag{B.98}
\end{equation*}
$$

Thus (B.96) finally reads:

$$
\begin{equation*}
\underline{\dot{v}}^{b}=\frac{\sum \underline{f}^{b}}{m}-(\boldsymbol{\Omega}(\underline{\nu})+\boldsymbol{\Omega}(\underline{w})) \underline{v}^{b}-\mathbf{R}_{i}^{b}(\underline{\eta})\left(\frac{\partial \underline{w}(t, \underline{\xi})}{\partial t}+\frac{\partial \underline{w}(t, \underline{\xi})}{\partial \underline{\xi}} \underline{w}\right) \tag{B.99}
\end{equation*}
$$

where:

$$
\begin{equation*}
\boldsymbol{\Omega}(\underline{w})=\mathbf{R}_{i}^{b}(\underline{\eta}) \frac{\partial \underline{w}(t, \underline{\xi})}{\partial \underline{\xi}} \mathbf{R}_{b}^{i}(\underline{\eta}) \tag{B.100}
\end{equation*}
$$

Of course, as soon as $\underline{w}=\underline{0}$, we have $\boldsymbol{\Omega}(\underline{w})=\underline{0}$ and we retrieve equation of motion (B.82).

## B.3.12 Small angle approximation of angular dynamics

The second equation of (B.82) represents the angular dynamics in the body frame of the rigid body quadcopter:

$$
\begin{align*}
& \mathbf{I} \underline{\dot{\nu}}+\boldsymbol{\Omega}(\underline{\nu}) \mathbf{I} \underline{\nu}=\tau^{b} \\
& \Leftrightarrow \underline{\dot{\nu}}=\mathbf{I}^{-1}\left(\underline{\tau}^{b}-\boldsymbol{\Omega}(\underline{\nu}) \mathbf{I} \underline{\nu}\right) \tag{B.101}
\end{align*}
$$

We have seen that angular velocities in the inertial frame are expressed in the body frame through the transformation matrix $\mathbf{W}(\underline{\eta})^{-1}$ :

$$
\begin{equation*}
\underline{\dot{\eta}}=\mathbf{W}(\underline{\eta})^{-1} \underline{\nu} \tag{B.102}
\end{equation*}
$$

The derivative of (B.102) with respect to time of the preceding equation leads to the expression of $\ddot{\eta}$ :

$$
\begin{equation*}
\ddot{\ddot{\eta}}=\frac{d \mathbf{W}(\underline{\eta})^{-1}}{d t} \underline{\nu}+\mathbf{W}(\underline{\eta})^{-1} \underline{\dot{\nu}} \tag{B.103}
\end{equation*}
$$

According to (B.56) we have:

$$
\begin{align*}
\mathbf{W}(\underline{\eta})^{-1} & =\left[\begin{array}{ccc}
1 & \sin (\phi) \tan (\theta) & \cos (\phi) \tan (\theta) \\
0 & \cos (\phi) & -\sin (\phi) \\
0 & \frac{\sin (\phi)}{\cos (\theta)} & \frac{\cos (\phi)}{\cos (\theta)}
\end{array}\right] \\
\Rightarrow \frac{d \mathbf{W}(\eta))^{-1}}{d t}= & {\left[\begin{array}{ccc}
0 & \frac{\dot{\phi} c_{\phi} s_{\theta}}{c_{\theta}}+\frac{\dot{\theta} s_{\phi}}{c_{\theta}^{2}} & \frac{\dot{\theta} c_{\phi}}{c_{\theta}^{2}}-\frac{\dot{\phi} s_{\phi} s_{\theta}}{c_{\theta}} \\
0 & -\dot{\phi} s_{\phi} & -\dot{\phi} c_{\phi} \\
0 & \frac{\dot{\phi} c_{\phi}}{c_{\theta}}+\frac{\dot{\theta} s_{\phi^{\prime} s_{\theta}}}{c_{\theta}^{2}} & \frac{\dot{\theta} c_{c^{\prime} s_{\theta}}}{c_{\theta}^{2}}-\frac{\dot{\phi s} s_{\phi}}{c_{\theta}}
\end{array}\right] } \tag{B.104}
\end{align*}
$$



Figure B.3: Electrical model of a DC motor

Small angle approximation of angular dynamics is obtained by setting Euler angles vector $\underline{\eta}$ to zero within transformation matrix $\mathbf{W}(\underline{\eta})^{-1}$, that is by setting transformation matrix $\mathbf{W}(\underline{\eta})^{-1}$ to identity matrix. As a consequence the time derivative of the Euler angles $\underline{\eta}$ is approximated by the angular velocities $\underline{\nu}$ of the quadcopter in the body frame:

$$
\begin{equation*}
\underline{\eta}=\underline{0} \Rightarrow \mathbf{W}(\underline{\eta})^{-1} \approx \mathbb{I} \Rightarrow \underline{\ddot{\eta}} \approx \underline{\dot{\nu}} \Rightarrow \underline{\dot{\eta}} \approx \underline{\nu} \tag{B.105}
\end{equation*}
$$

In addition thanks to this approximation $\tau^{i}=\mathbf{W}(\eta)^{T} \tau^{b} \approx \tau^{b}$ and (B.101) reads as follows, which is the small angle approximation of angular dynamics (B.80):

$$
\begin{equation*}
\underline{\ddot{\eta}} \approx \mathbf{I}^{-1}\left(\underline{\tau}^{b}-\boldsymbol{\Omega}(\underline{\dot{\eta}}) \underline{\mathbf{I}} \underline{\underline{q}}\right) \tag{B.106}
\end{equation*}
$$

## B.3.13 Synthesis model

The synthesis model is a simplified model when compared to the validation model (B.84). Synthesis model enables to design control laws in a linear time invariant frame.

As far as the angular dynamics is concerned, since term $\boldsymbol{\Omega}(\dot{\eta}) \mathbf{I} \dot{\eta}$ is usually small when compared to $\underline{\tau}^{b}$, equation (B.106) can be reduced as follows, which is basically the dynamics of a double integrator:

$$
\begin{equation*}
\boldsymbol{\Omega}(\underline{\eta}) \mathbf{I} \underline{\underline{\eta}} \ll \underline{\tau}^{b} \Rightarrow \ddot{\underline{\eta}} \approx \mathbf{I}^{-1} \underline{\tau}^{b} \tag{B.107}
\end{equation*}
$$

## B.3.14 BLDC motor with ESC and propeller

Miniature BrushLess Direct Current (BLDC) motors are commonly used on small UAV. Such motor converts the electrical power to a torque on its output shaft at a specific angular speed $\omega_{m}{ }^{5}$.

A model of DC Motor Plant is shown in Figure B.3. Let:

- $u_{m}$ be the motor input voltage;

[^59]- $i$ be the armature current;
$-r$ be the motor internal resistance;
- $L$ be the motor internal inductance;
- e be the back ElectroMotive Force (EMF).

From Figure B.3, the electrical model of a DC motor reads:

$$
\begin{equation*}
L \frac{d i}{d t}=u_{m}-r i-e \tag{B.108}
\end{equation*}
$$

On the other hand, the mechanical model of a DC motor reads:

$$
\begin{equation*}
J \frac{d \omega_{m}}{d t}=\tau_{m}-\tau_{d} \tag{B.109}
\end{equation*}
$$

where:

- $\omega_{m}$ is motor angular speed;
- $\tau_{m}$ is the motor torque;
- $\tau_{d}$ is the motor load;
- $J$ is the propeller inertia.

The motor load $\tau_{d}$ is described as follows, where $k_{D}$ is the aerodynamic torque coefficient which depends on the drag of the propeller:

$$
\begin{equation*}
\tau_{d}=k_{D} \omega_{m}\left|\omega_{m}\right| \tag{B.110}
\end{equation*}
$$

Assuming that the BLDC motor is powered by an Electronic Speed Control (ESC) device, the coupling between the electrical model and the mechanical model appears through the following expression of angular speed $\omega_{m}$ and motor torque $\tau_{m}$ as a function of the ElectroMotive Force (EMF) $e$ and the constant armature current $i$ :

$$
\left\{\begin{array}{l}
\omega_{m}=k_{V} e  \tag{B.111}\\
\tau_{m}=k_{T} i
\end{array}\right.
$$

The proportionality constant $k_{V}$ is the motor's speed constant while $k_{T}$ is the torque constant.

Finally, when all those relations are merged, we get the following dynamics model for a DC motor equipped with a propeller:

$$
\left\{\begin{array}{l}
L \frac{d i}{d t}=u_{m}-r i-\frac{\omega_{m}}{k_{V}}  \tag{B.112}\\
J \frac{d \omega_{m}}{d t}=k_{T} i-k_{D} \omega_{m}\left|\omega_{m}\right|
\end{array}\right.
$$

When the motor internal inductance $L$ is neglected, the first equation simplifies as follows:

$$
\begin{equation*}
L \approx 0 \Rightarrow u_{m} \approx r i+\frac{\omega_{m}}{k_{V}} \tag{B.113}
\end{equation*}
$$

With this simplification, the second equation becomes:

$$
\begin{equation*}
i \approx \frac{u_{m}-\frac{\omega_{m}}{k_{V}}}{r} \Rightarrow J \frac{d \omega_{m}}{d t} \approx k_{T} \frac{u_{m}-\frac{\omega_{m}}{k_{V}}}{r}-k_{D} \omega_{m}\left|\omega_{m}\right| \tag{B.114}
\end{equation*}
$$

We finally get:

$$
\begin{equation*}
\frac{d \omega_{m}}{d t} \approx-\frac{1}{\tau} \omega_{m}-\frac{k_{D}}{J} \omega_{m}\left|\omega_{m}\right|+\frac{k_{V}}{\tau} u_{m} \tag{B.115}
\end{equation*}
$$

where:

$$
\begin{equation*}
\frac{1}{\tau}=\frac{k_{T}}{k_{V} J r} \tag{B.116}
\end{equation*}
$$

Multiplying by $\tau$ the nonlinear differential equation (B.115), and assuming that time constant $\tau$ is small, we get the fact that the motor angular speed $\omega_{m}$ is proportional to the motor input voltage $u_{m}$ :

$$
\begin{equation*}
\tau \approx 0 \Rightarrow \omega_{m} \approx k_{V} u_{m} \tag{B.117}
\end{equation*}
$$

Alternatively nonlinear differential equation (B.115) can be linearized around an equilibrium point $\left(\omega_{m e}, u_{m e}\right)$ :

$$
\delta \dot{\omega}_{m}=A \delta \omega_{m}+B \delta u_{m} \text { where }\left\{\begin{array}{l}
0=-\frac{1}{\tau} \omega_{m e}-\frac{k_{D}}{J} \omega_{m e}\left|\omega_{m e}\right|+\frac{k_{V}}{\tau} u_{m e}  \tag{B.118}\\
\delta \omega_{m}=\omega_{m}-\omega_{m e} \\
\delta u_{m}=u_{m}-u_{m e}
\end{array}\right.
$$

Finally, assuming that the electrical power $e i$ related to the back ElectroMotive Force (EMF) is fully converted into mechanical power $\tau_{m} \omega_{m}$, we have:

$$
\begin{equation*}
e i=\tau_{m} \omega_{m} \tag{B.119}
\end{equation*}
$$

Using the coupling equations (B.111) we get $k_{T}=\frac{1}{k_{V}}$. Indeed:

$$
\left\{\begin{array}{l}
\omega_{m}=k_{V} e  \tag{B.120}\\
\tau_{m}=k_{T} i
\end{array} \Rightarrow e i=\tau_{m} \omega_{m} \Leftrightarrow \frac{\omega \sqrt{2}}{k_{V}}=k_{T} i \omega_{m} \Rightarrow k_{T}=\frac{1}{k_{V}}\right.
$$

Thanks to the ESC, the motor input voltage $u_{m}$ is related to the commanded Pulse Width Modulation (PWM) $\delta_{P} \in[0,1]$ by the following relation, where $V_{s}$ is a constant supply voltage:

$$
\begin{equation*}
u_{m}=\delta_{P} V_{s} \tag{B.121}
\end{equation*}
$$

To summarize, a BLDC motor with its ESC is characterized by the following 4 constants: the motor's speed constant $k_{V}$, the supply voltage $V_{s}$, the constant current passing through the windings $i$ and the winding resistance $r$.

## Appendix C

## Linear Algebraic Method for Control System Design

## C. 1 Matrix polynomial fraction

## C.1.1 Greatest Common Divisor of two polynomials

The greatest common divisor (frequently abbreviated as GCD) of two polynomials $N(s)$ and $\Psi(s)$ is a monic polynomial (a monic polynomial is a polynomial in which the nonzero coefficient of highest degree (also called the leading coefficient) is equal to 1 ) of the highest possible degree that is a factor of both $N(s)$ and $\Psi(s)$.

The greatest common divisor (GCD) of two polynomials $N(s)$ and $\Psi(s)$ can be obtained through the Euclidean algorithm: this consists in making repeated Euclidean division (according to the descending power of $s$ ) and to use the following results: the Euclidean division of $N(s)$ by $\Psi(s)$ such that $\operatorname{deg}(\Psi(s)) \leq$ $\operatorname{deg}(N(s))$ provides a quotient $Q(s)$ and a remainder $R(s)$ such that:

$$
\operatorname{deg}(\Psi(s)) \leq \operatorname{deg}(N(s)) \Rightarrow\left\{\begin{array}{l}
N(s)=Q(s) \Psi(s)+R(s)  \tag{C.1}\\
\operatorname{deg}(R(s))<\operatorname{deg}(\Psi(s))
\end{array}\right.
$$

Then:

$$
\left\{\begin{array}{c}
G C D(N(s), \Psi(s))=G C D(\Psi(s), R(s))  \tag{C.2}\\
G C D(\Psi(s), R(s))=G C D(\Psi(s), \lambda R(s))
\end{array}\right.
$$

where $\lambda$ is a non-zero scalar.
The greatest common divisor (GCD) is then the last non-zero remainder divided by the its leading coefficient (we recall that GCD is a monic polynomial by convention).

Example C.1. Let $N(s)$ and $\Psi(s)$ be the following polynomials:

$$
\left\{\begin{array}{c}
N(s)=s^{3}+6 s^{2}+11 s+6  \tag{C.3}\\
\Psi(s)=s^{3}+4 s^{2}+s-6
\end{array}\right.
$$

Because $N(s)$ and $\Psi(s)$ have the same degree, we can write:

$$
\begin{align*}
N(s) & =s^{3}+4 s^{2}+s-6+\left(2 s^{2}+10 s+12\right)  \tag{C.4}\\
& =\Psi(s)+2 s^{2}+10 s+12=\Psi(s)+R(s)
\end{align*}
$$

and:

$$
\begin{align*}
G C D(N(s), \Psi(s)) & =G C D(\Psi(s), R(s)) \\
& =G C D\left(\Psi(s), 2 s^{2}+10 s+12\right) \tag{C.5}
\end{align*}
$$

Then we make the Euclidean division of $\Psi(s)$ by $2 s^{2}+10 s+12$ :

$$
\begin{array}{rrrr|l}
s^{3} & +4 s^{2} & +s & -6 & 2 s^{2}+10 s+12  \tag{C.6}\\
& & & \\
\cline { 1 - 1 }\left(s^{3}\right. & +5 s^{2} & +6 s) & \frac{1}{2} s-\frac{1}{2} \\
& -s^{2} & -5 s & \\
\hline & -\left(-s^{2}\right. & -5 s & -6) &
\end{array}
$$

Here the last non-zero remainder is $s^{2}+5 s+6$, which is a monic polynomial. We finally get:

$$
\begin{equation*}
G C D(N(s), \Psi(s))=s^{2}+5 s+6 \tag{C.7}
\end{equation*}
$$

Finally we can write:

$$
\left\{\begin{align*}
N(s) & =s^{3}+6 s^{2}+11 s+6  \tag{C.8}\\
& =(s+1)\left(s^{2}+5 s+6\right) \\
& =(s+1) \times G C D(N(s), \Psi(s)) \\
\Psi(s) & =s^{3}+4 s^{2}+s-6 \\
& =(s-1)\left(s^{2}+5 s+6\right) \\
& =(s-1) \times G C D(N(s), \Psi(s))
\end{align*}\right.
$$

Those relations clearly show that $G C D(N(s), \Psi(s))$ is a factor of both $N(s)$ and $\Psi(s)$.

## C.1.2 Smith form of polynomial matrix

First, let's define unimodular polynomial matrix: a square polynomial matrix $\mathbf{U}(s)$ is unimodular as soon as its inverse is also a polynomial matrix. Equivalently a square polynomial matrix $\mathbf{U}(s)$ is unimodular if and only if its determinant is a nonzero constant independent of $s$.

Example C.2. Consider the following square polynomial matrix $\mathbf{U}(s)$ :

$$
\mathbf{U}(s)=\left[\begin{array}{cc}
s & 1  \tag{C.9}\\
2 s-3 & 2
\end{array}\right]
$$

It is clear that $\operatorname{det}(\mathbf{U}(s))=3$. Thus the determinant of $\mathbf{U}(s)$ is a nonzero constant independent of $s$. As a consequence $\mathbf{U}(s)$ as an unimodular polynomial matrix and its inverse is also a polynomial matrix:

$$
\mathbf{U}^{-1}(s)=\frac{1}{3}\left[\begin{array}{cc}
2 & -1  \tag{C.10}\\
-2 s+3 & s
\end{array}\right]
$$

Smith form is a canonical form for polynomial matrices. Let $\mathbf{N}(s)$ be a $p \times m$ polynomial matrix. Smith's theorem states that any polynomial matrix $\mathbf{N}(s)$ can be written as follows:

$$
\begin{equation*}
\mathbf{S}(s)=\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s) \tag{C.11}
\end{equation*}
$$

where:

- $\mathbf{S}(s)$ is a quasi-diagonal polynomial matrix;
- Square matrices $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are unimodular polynomial matrices;
- The dimension of matrix $\mathbf{V}(s)$ is $p \times p$ whereas the dimension of matrix $\mathbf{W}(s)$ is $m \times m$.

Matrices $\mathbf{N}(s)$ and $\mathbf{S}(s)$ are said to be equivalent.
Quasi-diagonal matrix $\mathbf{S}(s)$ has the following expression, where $r$ is the normal rank of $\mathbf{N}(s)$ (the normal rank of the polynomial matrix $\mathbf{N}(s)$ is the rank of the matrix for almost every value of $s$ ).

$$
\mathbf{S}(s)=\left[\begin{array}{cccc}
s_{1}(s) & & & \mathbf{0}  \tag{C.12}\\
& \ddots & & \vdots \\
& & s_{r}(s) & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Monic polynomials $s_{k}(s)$ are invariant factors of $\mathbf{N}(s)$. A monic polynomial is a polynomial in which the coefficient of highest degree (also called the leading coefficient) is equal to 1 . Furthermore $s_{k}(s)$ divides $s_{k+1}(s) \forall k=1, \ldots, r-1$ :

$$
\begin{equation*}
s_{k}(s) \mid s_{k+1}(s) \forall k=1, \ldots, r-1 \tag{C.13}
\end{equation*}
$$

Elementary row and column operations are used to transform $\mathbf{N}(s)$ into its Smith form $\mathbf{S}(s)$. The three elementary operations for a polynomial matrix are:

- Multiplying a row or column by a constant;
- Interchanging two rows or two columns; and
- Adding a polynomial multiple of a row or column to another row or column.

The sequences, which are not unique, of elementary row and column operations are the following:

1. By performing suitable row and column swaps, put the polynomial with the lowest degree in first row and first column. Let $a_{11}(s)$ be this polynomial;
2. By Euclidean division expand each polynomial in the first row as follows where $\operatorname{deg}\left(r_{j}(s)\right)<\operatorname{deg}\left(a_{11}(s)\right)$ :

$$
\begin{equation*}
a_{1 j}(s)=a_{11}(s) q_{j}(s)+r_{j}(s) \tag{C.14}
\end{equation*}
$$

Then subtract $q_{j}(s)$ times the first column from column $j$ and perform suitable row and column swaps to put the polynomial with the lowest degree in first row and first column. This is to be repeated until all elements of the first row are divisible by $a_{11}(s)$;
3. Subtract the appropriate multiple of the first column from columns $j$ where $j>1$ to get 0 in the first row and columns $j>1$;
4. Proceed with the same type of elementary operations, but operating on rows rather than columns;
5. Once finalized, the process yields to the following matrix where $s_{1}(s) \neq 0$ is a monic polynomial:

$$
\left[\begin{array}{cccc}
s_{1}(s) & 0 & \cdots & 0  \tag{C.15}\\
0 & & & \\
\vdots & & \mathbf{N}_{1}(s) & \\
0 & & &
\end{array}\right]
$$

If $\mathbf{N}_{1}(s)=\mathbf{0}$ the process stops. Otherwise the sequence of elementary row and column operations shall continue over $\mathbf{N}_{1}(s)$ to produce another diagonal element.

From an algorithmic point of view, matrices $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are initialized to identity matrix with an appropriate dimension and are put left and right to $\mathbf{N}(s)$. Then the sequence of elementary operations on row (matrix $\mathbf{V}(s)$ ) and column (matrix $\mathbf{W}(s)$ ) are applied until matrix $\mathbf{S}(s)$ is achieved.

Alternatively the expression of $\mathbf{S}(s)$, that is the Smith canonical form of polynomial matrix $\mathbf{N}(s)$, can be obtained through all minors of size $k$ of $\mathbf{N}(s)$ as follows: let $P_{0}(s)=1$ and define $P_{k}(s), k=1, \ldots, r$ as the greatest common divisor (GCD) of all minors of size $k$ of $\mathbf{N}(s)$. Then:

$$
\begin{equation*}
s_{k}(s)=\frac{P_{k}(s)}{P_{k-1}(s)}, \quad k=1, \ldots, r \tag{C.16}
\end{equation*}
$$

Minors of size $k$ of a matrix are the determinants of the square submatrices of size $k$. Let $\mathbf{N}(s)$ be a $p \times m$ matrix. Then minors of size $k$ are the determinants of all the $k \times k$ square submatrices obtained from $\mathbf{N}(s)$ by deleting $p-k$ rows and $m-k$ columns. There are a total of $\binom{p}{k} \times\binom{ m}{k}=\frac{p!}{k!(p-k)!} \times \frac{m!}{k!(m-k)!}$ minors of size $k$ within $\mathbf{N}(s)$, where $k \leq \min (p, m)$.

Example C.3. Let $\mathbf{N}(s)$ be the following polynomial matrix:

$$
\mathbf{N}(s)=\left[\begin{array}{cc}
4 & -(s+2)  \tag{C.17}\\
2(s+2) & -0.5
\end{array}\right]
$$

The normal rank of $\mathbf{N}(s)$ is 2. Thus the Smith form of $\mathbf{N}(s)$ reads:

$$
\mathbf{S}(s)=\left[\begin{array}{cc}
s_{1}(s) & 0  \tag{C.18}\\
0 & s_{2}(s)
\end{array}\right]
$$

In order to get the Smith form of $\mathbf{N}(s)$ and express $\mathbf{S}(s)$ as $\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s)$ we apply the sequences of elementary row and column operations (which are not unique) described in Table C.1.

| Sequence | $\mathrm{V}(\mathrm{s})$ (on rows) | $\mathrm{N}(\mathrm{s})$ | $\mathbf{W}(\mathrm{s})$ (on columns) |
| :---: | :---: | :---: | :---: |
|  | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ | $\left.\begin{array}{cc}4 & -(s+2) \\ 2(s+2) & -0.5\end{array}\right]$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| $r_{1} \leftarrow r_{1} / 4$ | $\left[\begin{array}{cc}1 / 4 & 0 \\ 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & -(s+2) / 4 \\ 2(s+2) & -0.5\end{array}\right]$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| $c_{2} \leftarrow c_{2}+(s+2) / 4 c_{1}$ | $\left[\begin{array}{cc}1 / 4 & 0 \\ 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 2(s+2) & -0.5+(s+2)^{2} / 2\end{array}\right]$ | $\left[\begin{array}{cc}1 & (s+2) / 4 \\ 0 & 1\end{array}\right]$ |
| $r_{2} \leftarrow r_{2}-2(s+2) r_{1}$ | $\left[\begin{array}{cc}1 / 4 & 0 \\ -(s+2) / 2 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & -0.5+(s+2)^{2} / 2=\frac{s^{2}+4 s+3}{2}\end{array}\right]$ | $\left[\begin{array}{cc}1 & (s+2) / 4 \\ 0 & 1\end{array}\right]$ |
| $r_{2} \leftarrow 2 r_{2}$ | $\left[\begin{array}{cc}1 / 4 & 0 \\ -(s+2) & 2\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & s^{2}+4 s+3\end{array}\right]$ | $\left[\begin{array}{cc}1 & (s+2) / 4 \\ 0 & 1\end{array}\right]$ |

Table C.1: Smith form of $\mathbf{N}(s)$
We can check that $\mathbf{S}(s)=\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s)$ where $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are unimodular polynomial matrices:

$$
\left\{\begin{array}{l}
\mathbf{S}(s)=\left[\begin{array}{lc}
1 & 0 \\
0 & s^{2}+4 s+3
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & (s+1)(s+3)
\end{array}\right]  \tag{C.19}\\
\mathbf{V}(s)=\left[\begin{array}{cc}
1 / 4 & 0 \\
-(s+2) & 2
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{V}(s))=\frac{1}{2} \\
\mathbf{W}(s)=\left[\begin{array}{cc}
1 & (s+2) / 4 \\
0 & 1
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{W}(s))=1
\end{array}\right.
$$

Alternatively the expression of $\mathbf{S}(s)$, that is the Smith form of polynomial matrix $\mathbf{N}(s)$, can be obtained through all minors of size $k$ of $\mathbf{N}(s)$.

- We start with:

$$
\begin{equation*}
P_{0}(s)=1 \tag{C.20}
\end{equation*}
$$

- Minors of size 1 of $\mathbf{N}(s)$ are the following:

$$
\begin{equation*}
4, \quad-(s+2), \quad 2(s+2), \quad-0.5 \tag{C.21}
\end{equation*}
$$

Thus the greatest common divisor (GCD) of all minors of size 1 of $\mathbf{N}(s)$ is -0.5 . Because this is not a monic polynomial, we divide it by its leading coefficient, that is -0.5 here. We get:

$$
\begin{equation*}
P_{1}(s)=1 \tag{C.22}
\end{equation*}
$$

- The minor of size 2 of $\mathbf{N}(s)$ is the following:

$$
\operatorname{det}\left(\left[\begin{array}{cc}
4 & -(s+2)  \tag{C.23}\\
2(s+2) & -0.5
\end{array}\right]\right)=-2+2(s+2)^{2}=2\left(s^{2}+4 s+3\right)
$$

Thus the greatest common divisor ( $G C D$ ) of all minors of size 2 of $\mathbf{N}(s)$ is $2\left(s^{2}+4 s+3\right)$. Because this is not a monic polynomial, we divide it by its leading coefficient, that is 2 here. We get:

$$
\begin{equation*}
P_{2}(s)=s^{2}+4 s+3 \tag{C.24}
\end{equation*}
$$

We finally get:

$$
s_{k}(s)=\frac{P_{k}(s)}{P_{k-1}(s)}, \quad k=1,2 \Rightarrow\left\{\begin{array}{l}
s_{1}(s)=\frac{P_{1}(s)}{P_{0}(s)}=1  \tag{C.25}\\
s_{2}(s)=\frac{P_{2}(s)}{P_{1}(s)}=s^{2}+4 s+3
\end{array}\right.
$$

The Smith form of $\mathbf{N}(s)$ is thus the following matrix $\mathbf{S}(s)$ :

$$
\mathbf{S}(s)=\left[\begin{array}{cc}
s_{1}(s) & 0  \tag{C.26}\\
0 & s_{2}(s)
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & s^{2}+4 s+3
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & (s+1)(s+3)
\end{array}\right]
$$

Example C.4. Let $\mathbf{N}(s)$ be the following polynomial matrix ${ }^{1}$ :

$$
\mathbf{N}(s)=\left[\begin{array}{cc}
1 & -1  \tag{C.27}\\
s^{2}+s-4 & 2 s^{2}-s-8 \\
s^{2}-4 & 2 s^{2}-8
\end{array}\right]
$$

The normal rank of $\mathbf{N}(s)$ is 2. Thus the Smith form of $\mathbf{N}(s)$ reads:

$$
\mathbf{S}(s)=\left[\begin{array}{cc}
s_{1}(s) & 0  \tag{C.28}\\
0 & s_{2}(s) \\
0 & 0
\end{array}\right]
$$

In order to get the Smith form of $\mathbf{N}(s)$ and express $\mathbf{S}(s)$ as $\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s)$ we apply the sequences of elementary row and column operations (which are not unique) described in Table C.2.

We can check that $\mathbf{S}(s)=\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s)$ where $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are unimodular polynomial matrices:

$$
\left\{\begin{align*}
& \mathbf{S}(s)= {\left[\begin{array}{ll}
1 & 0 \\
0 & s^{2}-4 \\
0 & 0
\end{array}\right] }  \tag{C.29}\\
& \mathbf{V}(s)= {\left[\begin{array}{ccc}
1 / 3 & 0 & 0 \\
-s / 3 & 1 / 3 & 0 \\
s & -1 & 1
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{V}(s))=\frac{1}{9} } \\
& \mathbf{W}(s)=\left[\begin{array}{cc}
2 & 1 \\
-1 & 1
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{W}(s))=3
\end{align*}\right.
$$

Alternatively the expression of $\mathbf{S}(s)$, that is the Smith form of polynomial matrix $\mathbf{N}(s)$, can be obtained through all minors of size $k$ of $\mathbf{N}(s)$.

- We start with:

$$
\begin{equation*}
P_{0}(s)=1 \tag{C.30}
\end{equation*}
$$

- Minors of size 1 of $\mathbf{N}(s)$ are the following:

$$
\begin{equation*}
1, \quad-1, \quad s^{2}+s-4, \quad 2 s^{2}-s-8, \quad s^{2}-4, \quad 2 s^{2}-8 \tag{C.31}
\end{equation*}
$$

Thus the greatest common divisor (GCD) of all minors of size 1 of $\mathbf{N}(s)$ is:

$$
\begin{equation*}
P_{1}(s)=1 \tag{C.32}
\end{equation*}
$$

[^60]| Sequence | $\mathbf{V}(s)$ (on rows) | $\mathbf{N}(s)$ | $\mathbf{W}(s)$ (on columns) |
| :---: | :---: | :---: | :---: |
|  | $\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & -1 \\ s^{2}+s-4 & 2 s^{2}-s-8 \\ s^{2}-4 & 2 s^{2}-8\end{array}\right]$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| $c_{2} \leftarrow c_{2}+c_{1}$ | $\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc} 1 & 0 \\ s^{2}+s-4 & 3 s^{2}-12 \\ s^{2}-4 & 3 s^{2}-12 \end{array}\right]$ | $\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ |
| $c_{1} \leftarrow 3 c_{1}-c_{2}$ | $\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}3 & 0 \\ 3 s & 3 s^{2}-12 \\ 0 & 3 s^{2}-12\end{array}\right]$ | $\left[\begin{array}{cc}2 & 1 \\ -1 & 1\end{array}\right]$ |
| $r_{2} \leftarrow r_{2}-s r_{1}$ | $\left[\begin{array}{ccc}1 & 0 & 0 \\ -s & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}3 & 0 \\ 0 & 3 s^{2}-12 \\ 0 & 3 s^{2}-12\end{array}\right]$ | $\left[\begin{array}{cc}2 & 1 \\ -1 & 1\end{array}\right]$ |
| $r_{1} \leftarrow r_{1} / 3$ | $\left[\begin{array}{ccc}1 / 3 & 0 & 0 \\ -s & 1 & 0 \\ 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & 3 s^{2}-12 \\ 0 & 3 s^{2}-12\end{array}\right]$ | $\left[\begin{array}{cc}2 & 1 \\ -1 & 1\end{array}\right]$ |
| $r_{3} \leftarrow r_{3}-r_{2}$ | $\left[\begin{array}{ccc}1 / 3 & 0 & 0 \\ -s & 1 & 0 \\ s & -1 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & 3 s^{2}-12 \\ 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}2 & 1 \\ -1 & 1\end{array}\right]$ |
| $r_{2} \leftarrow r_{2} / 3$ | $\left[\begin{array}{ccc}1 / 3 & 0 & 0 \\ -s / 3 & 1 / 3 & 0 \\ s & -1 & 1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & s^{2}-4 \\ 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}2 & 1 \\ -1 & 1\end{array}\right]$ |

Table C.2: Smith form of $\mathbf{N}(s)$

- Minors of size 2 of $\mathbf{N}(s)$ are the following:

$$
\left\{\begin{array}{c}
\operatorname{det}\left(\left[\begin{array}{cc}
1 & -1 \\
s^{2}+s-4 & 2 s^{2}-s-8
\end{array}\right]\right)=3 s^{2}-12  \tag{C.33}\\
\operatorname{det}\left(\left[\begin{array}{cc}
1 & -1 \\
s^{2}-4 & 2 s^{2}-8
\end{array}\right]\right)=3 s^{2}-12 \\
\operatorname{det}\left(\left[\begin{array}{cc}
s^{2}+s-4 & 2 s^{2}-s-8 \\
s^{2}-4 & 2 s^{2}-8
\end{array}\right]\right)=s\left(3 s^{2}-12\right)
\end{array}\right.
$$

Thus the greatest common divisor (GCD) of all minors of size 2 of $\mathbf{N}(s)$ is $3 s^{2}-12$. Because this is not a monic polynomial, we divide it by its leading coefficient, that is 3 here. We get:

$$
\begin{equation*}
P_{2}(s)=\frac{3 s^{2}-12}{3}=s^{2}-4 \tag{C.34}
\end{equation*}
$$

We finally get:

$$
s_{k}(s)=\frac{P_{k}(s)}{P_{k-1}(s)}, \quad k=1,2 \Rightarrow\left\{\begin{array}{l}
s_{1}(s)=\frac{P_{1}(s)}{P_{0}(s)}=1  \tag{C.35}\\
s_{2}(s)=\frac{P_{2}(s)}{P_{1}(s)}=s^{2}-4
\end{array}\right.
$$

The Smith form of $\mathbf{N}(s)$ is thus the following matrix $\mathbf{S}(s)$ :

$$
\mathbf{S}(s)=\left[\begin{array}{cc}
s_{1}(s) & 0  \tag{C.36}\\
0 & s_{2}(s) \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & s^{2}-4 \\
0 & 0
\end{array}\right]
$$

## C.1.3 Smith-McMillan form of transfer matrix

The Smith-McMillan form of a transfer matrix can be used to generalize the notion of poles and zeros of a transfer matrix with multiple inputs and/or outputs.

We consider the following transfer matrix $\mathbf{F}(s)$ where $\mathbf{N}(s)$ is a polynomial matrix and $\Psi(s)$ is a polynomial which is actually the least common multiple of the denominators of all the elements in $\mathbf{F}(s)$ ):

$$
\begin{equation*}
\mathbf{F}(s)=\frac{\mathbf{N}(s)}{\Psi(s)} \tag{C.37}
\end{equation*}
$$

We will assume that $\frac{\mathrm{N}(s)}{\Psi(s)}$ is proper, meaning that all the polynomials which appear in $\mathbf{N}(s)$ have a degree lower or equal to the degree of $\Psi(s)$ :

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \mathbf{F}(s)<\infty \tag{C.38}
\end{equation*}
$$

Using the Smith form (C.12) of polynomial matrix $\mathbf{N}(s)$ we get:

$$
\begin{gather*}
\mathbf{S}(s)=\left[\begin{array}{cccc}
s_{1}(s) & & & \mathbf{0} \\
& \ddots & & \vdots \\
& & s_{r}(s) & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right] \\
\Rightarrow \frac{\mathbf{S}(s)}{\Psi(s)}=\left[\begin{array}{cccc}
\frac{s_{1}(s)}{\Psi(s)} & & & \mathbf{0} \\
& \ddots & & \vdots \\
& & \frac{s_{r}(s)}{\Psi(s)} & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right] \tag{C.39}
\end{gather*}
$$

Matrix $\frac{\mathbf{S}(s)}{\Psi(s)}$ is called the Smith-McMillan form of transfer matrix $\mathbf{F}(s)$ : this is a quasi-diagonal matrix of rational functions which may possibly simplify. Let $\frac{\varepsilon_{i}(s)}{\psi_{i}(s)}$ be the rational functions obtained after simplification of each element of quasi-diagonal matrix $\frac{\mathbf{S}(s)}{\Psi(s)}$. Then the Smith-McMillan form of transfer matrix $\mathbf{F}(s)$ reads:

$$
\frac{\mathbf{S}(s)}{\Psi(s)}=\left[\begin{array}{cccc}
\frac{\varepsilon_{1}(s)}{\psi_{1}(s)} & & & \mathbf{0}  \tag{C.40}\\
& \ddots & & \vdots \\
& & \frac{\varepsilon_{r}(s)}{\psi_{r}(s)} & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Polynomials $\varepsilon_{k}(s)$ and $\psi_{k}(s)$ are coprime. Furthermore $\varepsilon_{k}(s)$ divides $\varepsilon_{k+1}(s)$ and $\psi_{k+1}(s)$ divides $\psi_{k}(s) \forall k=1, \ldots, r-1$ :

$$
\left.\begin{array}{l}
\varepsilon_{k}(s) \mid \varepsilon_{k+1}(s)  \tag{C.41}\\
\psi_{k+1}(s) \mid \psi_{k}(s)
\end{array}\right\} \forall k=1, \ldots, r-1
$$

Example C.5. Let $\mathbf{F}(s)$ be the following transfer matrix:

$$
\begin{align*}
\mathbf{F}(s) & =\left[\begin{array}{cc}
\frac{1}{(s+1)(s+2)} & \frac{-1}{(s+1)(s+2)} \\
\frac{s^{2}+s-4}{(s+1)(s+2)} & \frac{2 s^{2}-s-8}{(s+1)(s+2)} \\
\frac{s-2}{s+1} & \frac{2 s-4}{s+1}
\end{array}\right] \\
& =\frac{1}{(s+1)(s+2)}\left[\begin{array}{cc}
1 & -1 \\
s^{2}+s-4 & 2 s^{2}-s-8 \\
s^{2}-4 & 2 s^{2}-8
\end{array}\right]  \tag{C.42}\\
& :=\frac{\mathbf{N}(s)}{\Psi(s)}
\end{align*}
$$

The Smith form of polynomial matrix $\mathbf{N}(s)$ which appears in the numerator of transfer matrix $\mathbf{F}(s)$ has been achieved in a previous example. Thus the Smith-McMillan form of transfer matrix $\mathbf{F}(s)$ reads as follows where we can notice some simplifications in the rational functions within the quasi-diagonal matrix $\frac{\mathbf{S}(s)}{\Psi(s)}$ :

$$
\begin{align*}
\frac{\mathbf{S}(s)}{\Psi(s)} & =\frac{1}{(s+1)(s+2)}\left[\begin{array}{cc}
1 & 0 \\
0 & s^{2}-4 \\
0 & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
\frac{1}{(s+1)(s+2)} & 0 \\
0 & \frac{(s-2)(s+2)}{(s+1)(s+2)} \\
0 & 0
\end{array}\right]  \tag{C.43}\\
& =\left[\begin{array}{cc}
\frac{1}{(s+1)(s+2)} & 0 \\
0 & \frac{s-2}{s+1} \\
0 & 0
\end{array}\right]
\end{align*}
$$

Example C.6. Let $\mathbf{F}(s):=\frac{\mathbf{N}(\mathbf{s})}{\Psi(s)}$ be the following transfer matrix:

$$
\mathbf{F}(s)=\left[\begin{array}{cc}
\frac{2}{s+2} & \frac{s+1}{s+3}  \tag{С.44}\\
\frac{1}{s+2} & \frac{5}{s+2}
\end{array}\right]=\frac{1}{(s+2)(s+3)}\left[\begin{array}{cc}
2(s+3) & (s+1)(s+2) \\
s+3 & 5(s+3)
\end{array}\right]
$$

Let $\mathbf{N}(s)$ be the following polynomial matrix:

$$
\mathbf{N}(s)=\left[\begin{array}{cc}
2(s+3) & (s+1)(s+2)  \tag{C.45}\\
s+3 & 5(s+3)
\end{array}\right]=\left[\begin{array}{cc}
2 s+6 & s^{2}+3 s+2 \\
s+3 & 5 s+15
\end{array}\right]
$$

The normal rank of $\mathbf{N}(s)$ is 2. Thus the Smith form of $\mathbf{N}(s)$ reads:

$$
\mathbf{S}(s)=\left[\begin{array}{cc}
s_{1}(s) & 0  \tag{C.46}\\
0 & s_{2}(s)
\end{array}\right]
$$

In order to get the Smith form of $\mathbf{N}(s)$ and express $\mathbf{S}(s)$ as $\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s)$ we apply the sequences of elementary row and column operations (which are not unique) described in Table C.3.

| Séquence | $\mathbf{V}(s)$ (lignes) | $\mathbf{N}(s)$ | $\mathbf{W}(s)$ (colonnes) |
| :---: | :---: | :---: | :---: |
|  | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}2 s+6 & s^{2}+3 s+2 \\ s+3 & 5 s+15\end{array}\right]$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| $r_{1} \leftarrow r_{1} / 2$ | $\left[\begin{array}{cc} 0.5 & 0 \\ 0 & 1 \end{array}\right]$ | $\left[\begin{array}{cc} s+3 & s^{2} / 2+1.5 s+1 \\ s+3 & 5 s+15 \end{array}\right]$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| $r_{2} \leftarrow r_{2}-r_{1}$ | $\left[\begin{array}{cc}0.5 & 0 \\ -0.5 & 1\end{array}\right]$ | $\left[\begin{array}{cc}s+3 & s^{2} / 2+1.5 s+1 \\ 0 & -s^{2} / 2+3.5 s+14\end{array}\right]$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| $c_{2} \leftarrow c_{2}-0.5 s c_{1}$ | $\left[\begin{array}{cc}0.5 & 0 \\ -0.5 & 1\end{array}\right]$ | $\left[\begin{array}{cc}s+3 & 1 \\ 0 & -s^{2} / 2+3.5 s+14\end{array}\right]$ | $\left[\begin{array}{cc}1 & -0.5 s \\ 0 & 1\end{array}\right]$ |
| $c_{2} \leftrightarrow c_{1}$ | $\left[\begin{array}{cc}0.5 & 0 \\ -0.5 & 1\end{array}\right]$ | $\left[\begin{array}{cc} 1 & s+3 \\ -s^{2} / 2+3.5 s+14 & 0 \end{array}\right]$ | $\left[\begin{array}{cc}-0.5 s & 1 \\ 1 & 0\end{array}\right]$ |
| $\begin{gathered} r_{2} \leftarrow p(s) r_{1}-r_{2} \\ p(s)=-s^{2} / 2+3.5 s+14 \end{gathered}$ | $\left[\begin{array}{cc}0.5 & 0 \\ -0.25 s^{2}+1.75 s+7.5 & -1\end{array}\right]$ | $\left[\begin{array}{cc}1 & s+3 \\ 0 & \left(-s^{2} / 2+3.5 s+14\right)(s+3)\end{array}\right]$ | $\left[\begin{array}{cc}-0.5 s & 1 \\ 1 & 0\end{array}\right]$ |
| $c_{2} \leftarrow(s+3) c_{1}-c_{2}$ | $\left[\begin{array}{cc}0.5 & 0 \\ -0.25 s^{2}+1.75 s+7.5 & -1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & \left(s^{2} / 2-3.5 s-14\right)(s+3)\end{array}\right]$ | $\left[\begin{array}{cc}-0.5 s & -s^{2} / 2-1.5 s-1 \\ 1 & s+3\end{array}\right]$ |
| $c_{2} \leftarrow 2 c_{2}$ | $\left[\begin{array}{cc}0.5 & 0 \\ -0.25 s^{2}+1.75 s+7.5 & -1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & \left(s^{2}-7 s-28\right)(s+3)\end{array}\right]$ | $\left[\begin{array}{cc}-0.5 s & -s^{2}-3 s-2 \\ 1 & 2(s+3)\end{array}\right]$ |

Table C.3: Forme de Smith de $\mathbf{N}(s)$

We can check that $\mathbf{S}(s)=\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s)$ where $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are unimodular polynomial matrices:

$$
\left\{\begin{array}{l}
\mathbf{S}(s)=\left[\begin{array}{lc}
1 & 0 \\
0 & \left(s^{2}-7 s-28\right)(s+3)
\end{array}\right]  \tag{C.47}\\
\mathbf{V}(s)=\left[\begin{array}{ccc}
0.5 & 0 \\
-0.25 s^{2}+1.75 s+7.5 & -1
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{V}(s))=-0.5 \\
\mathbf{W}(s)=\left[\begin{array}{cc}
-0.5 s & -s^{2}-3 s-2 \\
1 & 2(s+3)
\end{array}\right] \Rightarrow \operatorname{det}(\mathbf{W}(s))=2
\end{array}\right.
$$

Alternatively the expression of $\mathbf{S}(s)$, that is the Smith form of polynomial matrix $\mathbf{N}(s)$, can be obtained through all minors of size $k$ of $\mathbf{N}(s)$ :

- We start with:

$$
\begin{equation*}
P_{0}(s)=1 \tag{C.48}
\end{equation*}
$$

- Minors of size 1 of $\mathbf{N}(s)$ are the following:

$$
\begin{equation*}
2(s+3), \quad(s+1)(s+2), \quad s+3, \quad 5(s+3) \tag{C.49}
\end{equation*}
$$

Thus the greatest common divisor (GCD) of all minors of size 1 of $\mathbf{N}(s)$ is:

$$
\begin{equation*}
P_{1}(s)=1 \tag{C.50}
\end{equation*}
$$

- The only minor of size 2 of $\mathbf{N}(s)$ is the following:

$$
\begin{align*}
\operatorname{det}(\mathbf{N}(s)) & =\operatorname{det}\left(\left[\begin{array}{cc}
2(s+3) & (s+1)(s+2) \\
s+3 & 5(s+3)
\end{array}\right]\right)  \tag{C.51}\\
& =10(s+3)^{2}-(s+1)(s+2)(s+3)
\end{align*}
$$

Thus the greatest common divisor (GCD) of all minors of size 2 is obviously $\operatorname{det}(\mathbf{N}(s))=10(s+3)^{2}-(s+1)(s+2)(s+3)$ is $3 s^{2}-12$. Because this is not a monic polynomial, we divide it by its leading coefficient, that is -1 here. We get:

$$
\begin{equation*}
P_{2}(s)=(s+1)(s+2)(s+3)-10(s+3)^{2} \tag{C.52}
\end{equation*}
$$

We finally get:

$$
\begin{align*}
& s_{k}(s)=\frac{P_{k}(s)}{P_{k-1}(s)}, \quad k=1,2 \\
& \Rightarrow\left\{\begin{array}{l}
s_{1}(s)=\frac{P_{1}(s)}{P_{0}(s)}=1 \\
s_{2}(s)=\frac{P_{2}(s)}{P_{1}(s)}=(s+1)(s+2)(s+3)-10(s+3)^{2}
\end{array}\right. \tag{C.53}
\end{align*}
$$

Consequently the Smith form of polynomial matrix $\mathbf{N}(s)$ is the following:

$$
\begin{align*}
\mathbf{S}(s)=\left[\begin{array}{cc}
s_{1}(s) & 0 \\
0 & s_{2}(s)
\end{array}\right] & =\left[\begin{array}{cc}
1 & 0 \\
0 & (s+1)(s+2)(s+3)-10(s+3)^{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
1 & 0 \\
0 & \left(s^{2}-7 s-28\right)(s+3)
\end{array}\right] \tag{C.54}
\end{align*}
$$

Consequently the Smith-McMillan form of transfer matrix $\mathbf{F}(s)$ is obtained when dividing polynomial matrix $\mathbf{S}(s)$ by polynomial $\Psi(s)=(s+2)(s+3)$ :

$$
\begin{align*}
\frac{\mathrm{S}(s)}{\Psi(s)} & =\frac{1}{(s+2)(s+3)}\left[\begin{array}{lc}
1 & 0 \\
0 & \left(s^{2}-7 s-28\right)(s+3)
\end{array}\right] \\
& =\left[\begin{array}{cc}
\frac{1}{(s+2)(s+3)} & 0 \\
0 & \frac{s^{2}-7 s-28}{s+2}
\end{array}\right]  \tag{C.55}\\
& :=\left[\begin{array}{cc}
\frac{\varepsilon_{1}(s)}{\psi_{1}(s)} & 0 \\
0 & \frac{\varepsilon_{2}(s)}{\psi_{2}(s)}
\end{array}\right]
\end{align*}
$$

## C.1.4 System dimension, poles and zeros

As soon as the Smith-McMillan form (C.40) of transfer matrix $\mathbf{F}(s)$ is obtained, the following results can be applied:

- System dimension $n$ is obtained as the sum of the degrees of invariant factors $\psi_{k}(s)$ :

$$
\begin{equation*}
n=\sum_{k=1}^{r} \operatorname{deg}\left(\psi_{k}(s)\right) \tag{C.56}
\end{equation*}
$$

- The characteristic polynomial of the system is defined as follows:

$$
\begin{equation*}
\chi_{A}(s)=\prod_{k=1}^{r} \psi_{k}(s) \tag{C.57}
\end{equation*}
$$

- Poles of $\mathbf{F}(s)$ are the roots of polynomial $\chi_{A}(s)=\prod_{k=1}^{r} \psi_{k}(s)$;
- Transmission zeros of $\mathbf{F}(s)$ are the roots of polynomial $\prod_{k=1}^{r} \varepsilon_{k}(s)$;
- Poles and zeros at infinity are obtained by evaluating poles and zeros of the Smith-McMillan form of transfer matrix $\mathbf{F}\left(\frac{1}{s}\right):=\frac{\overline{\mathbf{N}}(s)}{d(s)}$ where $d(s)$ is
the least common multiple of all elements of $\mathbf{F}\left(\frac{1}{s}\right)$ and where $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are some unimodular matrices ${ }^{2}$ :

$$
\begin{align*}
& \mathbf{F}\left(\frac{1}{s}\right):=\frac{\overline{\mathbf{N}}(s)}{d(s)} \Rightarrow\left\{\begin{array}{c}
\overline{\mathbf{N}}(s)=\mathbf{V}(s) \overline{\mathbf{S}}(s) \mathbf{W}(s) \\
\overline{\mathbf{S}}(s)=\left[\begin{array}{cccc}
s_{1}(s) & & & \mathbf{0} \\
& \ddots & & \vdots \\
& & s_{r}(s) & \mathbf{0} \\
\mathbf{0} & \ldots & \mathbf{0} & \mathbf{0}
\end{array}\right] \\
\Rightarrow \mathbf{F}\left(\frac{1}{s}\right)=\mathbf{V}(s) \frac{\overline{\mathbf{S}}(s)}{d(s)} \mathbf{W}(s)=\mathbf{V}(s)\left[\begin{array}{cccc}
\frac{\psi_{1}(s)}{\varepsilon_{1}(s)} & & & \mathbf{0} \\
& \ddots & & \vdots \\
& & \frac{\psi_{r}(s)}{\varepsilon_{r}(s)} & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right] \mathbf{W}(s)
\end{array}\right.
\end{align*}
$$

Polynomials $\varepsilon_{k}(s)$ and $\psi_{k}(s)$ are coprime. Since $s_{k}(s)$ divides $s_{k+1}(s)$, $k=1, \cdots, r-1$, polynomial $\psi_{k}(s)$ divides $\psi_{k+1}(s)$ and $\varepsilon_{k+1}(s)$ divides $\varepsilon_{k}(s) \forall k=1, \ldots, r-1$ :

$$
\left.\begin{array}{l}
\psi_{k}(s) \mid \psi_{k+1}(s)  \tag{C.59}\\
\varepsilon_{k+1}(s) \mid \varepsilon_{k}(s)
\end{array}\right\} \forall k=1, \ldots, r-1
$$

Furthermore we said that $\mathbf{F}(s)$ has a pole at infinity with multiplicity $\nu_{p}$ if $s=0$ is a root of $\prod_{k=1}^{r} \varepsilon_{k}(s)$ with multiplicity $\nu_{p}$. Similarly, we said that $\mathbf{F}(s)$ has a zero at infinity with multiplicity $\nu_{z}$ if $s=0$ is a root of $\prod_{k=1}^{r} \psi_{k}(s)$ with multiplicity $\nu_{z}$.

Example C.7. Let $\mathbf{F}(s)$ be the following transfer matrix:

$$
\mathbf{F}(s)=\left[\begin{array}{cc}
\frac{2}{s+2} & \frac{s+1}{s+3}  \tag{C.60}\\
\frac{1}{s+2} & \frac{5}{s+2}
\end{array}\right]
$$

We have already seen that the Smith-McMillan form of transfer matrix $\mathbf{F}(s)$ reads as follows:

$$
\frac{\mathbf{S}(s)}{\Psi(s)}=\left[\begin{array}{cc}
\frac{\varepsilon_{1}(s)}{\psi_{1}(s)} & 0  \tag{C.61}\\
0 & \frac{\varepsilon_{2}(s)}{\psi_{2}(s)}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{(s+2)(s+3)} & 0 \\
0 & \frac{s^{2}-7 s-28}{s+2}
\end{array}\right]
$$

Consequently we have the following results:

- System dimension $n$ is obtained as the sum of the degrees of invariant factors $\psi_{i}(s)$ :

$$
\begin{equation*}
n=\sum_{i=1}^{r} \operatorname{deg}\left(\psi_{i}(s)\right)=2+1=3 \tag{C.62}
\end{equation*}
$$

System dimension $n$ is the dimension of a minimal state-space realization of $\mathbf{F}(s)$;

[^61]- The characteristic polynomial of the system is defined as follows:

$$
\begin{equation*}
\chi_{A}(s)=\prod_{i=1}^{r} \psi_{i}(s)=(s+2)^{2}(s+3) \tag{C.63}
\end{equation*}
$$

- Poles of $\mathbf{F}(s)$ are the roots of polynomials $\psi_{i}(s)$, that are here -2 , with multiplicity 2 , and -3 ;
- Transmission of $\mathbf{F}(s)$ are the roots of polynomials $\varepsilon_{i}(s)$, , that are here the roots of $s^{2}-7 s-28$.


## C.1.5 Transfer matrix realization

We start with the following relation:

$$
\begin{equation*}
\underline{Y}(s)=\mathbf{F}(s) \underline{U}(s) \tag{C.64}
\end{equation*}
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{F}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}  \tag{C.65}\\
\mathbf{S}(s)=\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s)
\end{array} \Rightarrow \mathbf{F}(s)=\mathbf{V}^{-1}(s) \frac{\mathbf{S}(s)}{\Psi(s)} \mathbf{W}^{-1}(s)\right.
$$

For a system with $p$ outputs and $m$ inputs, we split the square unimodular polynomial matrices $\mathbf{V}(s)$ (of dimension $p \times p$ ) and $\mathbf{W}(s)$ (of dimension $m \times m$ ) as follows:

$$
\left\{\begin{align*}
\mathbf{V}^{-1}(s) & =\left[\begin{array}{lll}
\underline{v}_{1}(s) & \cdots & \underline{v}_{p}(s)
\end{array}\right]  \tag{C.66}\\
\mathbf{W}^{-1}(s) & =\left[\begin{array}{c}
\underline{w}_{1}^{T}(s) \\
\vdots \\
\underline{w}_{m}^{T}(s)
\end{array}\right]
\end{align*}\right.
$$

Then we get:

$$
\begin{equation*}
\mathbf{F}(s)=\sum_{i=1}^{r} \frac{\varepsilon_{i}(s)}{\psi_{i}(s)} \underline{v}_{i}(s) \underline{w}_{i}^{T}(s) \tag{C.67}
\end{equation*}
$$

Let $\mathbf{F}_{i}(s)$ be the following multiple-input multiple-output elementary transfer matrix of dimension $p \times m$ :

$$
\begin{equation*}
\mathbf{F}_{i}(s)=\frac{\varepsilon_{i}(s)}{\psi_{i}(s)} \underline{v}_{i}(s) \underline{w}_{i}^{T}(s) \tag{C.68}
\end{equation*}
$$

Let $\mathbf{A}_{i}$ be a companion matrix of polynomial $\psi_{i}(s)$. Then the characteristic polynomial of $\mathbf{A}_{i}$ is $\psi_{i}(s)$ :

$$
\begin{equation*}
\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{i}\right)=\psi_{i}(s) \tag{C.69}
\end{equation*}
$$

Using the results dedicated to state-space realizations of transfer functions, we can achieve the following realization of $\mathbf{F}_{i}(s)$ :

$$
\begin{align*}
& \mathbf{F}_{i}(s)=\frac{\varepsilon_{i}(s)}{\psi_{i}(s)} \underline{v}_{i}(s) \underline{w}_{i}^{T}(s)=\mathbf{C}_{i}\left(s \mathbb{I}-\mathbf{A}_{i}\right)^{-1} \mathbf{B}_{i}+\mathbf{D}_{i}:=\left(\begin{array}{c|c}
\mathbf{A}_{i} & \mathbf{B}_{i} \\
\hline \mathbf{C}_{i} & \mathbf{D}_{i}
\end{array}\right)  \tag{C.70}\\
& \Leftrightarrow\left\{\begin{array}{l}
\dot{\underline{x}}_{i}(t)=\mathbf{A}_{i} \underline{x}_{i}(t)+\mathbf{B}_{i} \underline{u}(t) \\
\underline{y}_{i}(t)=\mathbf{C}_{i} \underline{x}_{i}(t)+\mathbf{D}_{i} \underline{u}(t)
\end{array}\right.
\end{align*}
$$

For example matrix $\mathbf{A}_{i}$ could be a block diagonal Jordan matrix. Then matrices $\mathbf{C}_{i}$ and $\mathbf{B}_{i}$ are constant matrices of dimension $p \times n_{i}$ and $n_{i} \times m$, respectively, where $n_{i}$ is the degree of polynomial $\psi_{i}(s)$. Constant matrices $\mathbf{C}_{i}$ and $\mathbf{B}_{i}$ shall be computed such that:

$$
\begin{equation*}
\left(s \mathbb{I}-\mathbf{A}_{i}\right)^{-1}=\frac{\operatorname{adj}\left(s \mathbb{I}-\mathbf{A}_{i}\right)}{\psi_{i}(s)} \Rightarrow \mathbf{C}_{i} \operatorname{adj}\left(s \mathbb{I}-\mathbf{A}_{i}\right) \mathbf{B}_{i}=\varepsilon_{i}(s) \underline{v}_{i}(s) \underline{w}_{i}^{T}(s) \tag{C.71}
\end{equation*}
$$

Furthermore $\mathbf{D}_{i}=\lim _{s \rightarrow \infty} \mathbf{F}_{i}(s)$. Other realizations will be presented in Section C.1.6.

A realization of $\mathbf{F}(s)$ is then obtained by aggregating the realizations of all elementary transfer matrices $\mathbf{F}_{i}(s)$ :

$$
\left\{\begin{align*}
\boldsymbol{\Lambda} & =\left[\begin{array}{llll}
\mathbf{A}_{1} & & & \mathbf{0} \\
& \mathbf{A}_{2} & & \\
& & \ddots & \\
\mathbf{0} & & & \mathbf{A}_{r}
\end{array}\right]  \tag{C.72}\\
\mathbf{B} & =\left[\begin{array}{c}
\mathbf{B}_{1} \\
\vdots \\
\mathbf{B}_{r}
\end{array}\right] \\
\mathbf{C} & =\left[\begin{array}{lll}
\mathbf{C}_{1} & \cdots & \mathbf{C}_{r}
\end{array}\right] \\
\mathbf{D} & =\sum_{i} \mathbf{D}_{i}
\end{align*}\right.
$$

This minimal realization is a generalization of Gilbert's method.

Example C.8. Let $\mathbf{F}(s)$ be the following transfer matrix:

$$
\begin{align*}
\mathbf{F}(s) & =\left[\begin{array}{cc}
\frac{1}{(s+1)(s+2)} & \frac{-1}{(s+1)(s+2)} \\
\frac{s^{2}+s-4}{(s+1)(s+2)} & \frac{2 s^{2}-s-8}{(s+1)(s+2)} \\
\frac{s-2}{s+1} & \frac{2 s-4}{s+1}
\end{array}\right] \\
& =\frac{1}{1}\left[\begin{array}{cc}
1 & -1 \\
s^{2}+s-4 & 2 s^{2}-s-8 \\
s^{2}-4 & 2 s^{2}-8
\end{array}\right]  \tag{C.73}\\
& :=\frac{\mathrm{N}(s)}{\Psi(s)}
\end{align*}
$$

We have seen in a previous example that the Smith-McMillan form of transfer
matrix $\mathbf{F}(s)$ reads as follows:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{V}^{-1}(s) \frac{\mathbf{S}(s)}{\Psi(s)} \mathbf{W}^{-1}(s) \\
& =\mathbf{V}^{-1}(s) \frac{1}{(s+1)(s+2)}\left[\begin{array}{cc}
1 & 0 \\
0 & s^{2}-4 \\
0 & 0
\end{array}\right] \mathbf{W}^{-1}(s) \\
& =\left[\underline{v}_{1}(s) \quad \underline{v}_{2}(s) \underline{v}_{3}(s)\right]\left[\begin{array}{cc}
\frac{1}{(s+1)(s+2)} & 0 \\
0 & \frac{s-2}{s+1} \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\underline{w}_{1}^{T}(s) \\
\underline{w}_{2}^{T}(s)
\end{array}\right]  \tag{C.74}\\
& =\frac{1}{(s+1)(s+2)} \underline{v}_{1}(s) \underline{w}_{1}^{T}(s)+\frac{s-2}{s+1} \underline{v}_{2}(s) \underline{w}_{2}^{T}(s)
\end{align*}
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{V}(s)=\left[\begin{array}{ccc}
1 / 3 & 0 & 0 \\
-s / 3 & 1 / 3 & 0 \\
s & -1 & 1
\end{array}\right] \Rightarrow \mathbf{V}^{-1}(s):=\left[\begin{array}{lll}
\underline{v}_{1}(s) & \underline{v}_{2}(s) & \underline{v}_{3}(s)
\end{array}\right]=\left[\begin{array}{ccc}
3 & 0 & 0 \\
3 s & 3 & 0 \\
0 & 3 & 1
\end{array}\right]  \tag{C.75}\\
\mathbf{W}(s)=\left[\begin{array}{cc}
2 & 1 \\
-1 & 1
\end{array}\right] \Rightarrow \mathbf{W}^{-1}(s):=\left[\begin{array}{l}
\underline{w}_{1}^{T}(s) \\
\underline{w}_{2}^{T}(s)
\end{array}\right]=\left[\begin{array}{cc}
1 / 3 & -1 / 3 \\
1 / 3 & 2 / 3
\end{array}\right]
\end{array}\right.
$$

Then we get:

$$
\mathbf{F}(s)=\frac{1}{(s+1)(s+2)}\left[\begin{array}{cc}
1 & -1  \tag{C.76}\\
s & -s \\
0 & 0
\end{array}\right]+\frac{s-2}{s+1}\left[\begin{array}{ll}
0 & 0 \\
1 & 2 \\
1 & 2
\end{array}\right]
$$

Let $\mathbf{F}(s)=\mathbf{F}_{1}(s)+\mathbf{F}_{2}(s)$ where the elementary transfer matrices $\mathbf{F}_{1}(s)$ and $\mathbf{F}_{2}($ s ) read as follows:

$$
\left\{\begin{array}{l}
\mathbf{F}_{1}(s)=\frac{1}{(s+1)(s+2)}\left[\begin{array}{cc}
1 & -1 \\
s & -s \\
0 & 0
\end{array}\right]=\frac{1}{s+1}\left[\begin{array}{cc}
1 & -1 \\
-1 & 1 \\
0 & 0
\end{array}\right]+\frac{1}{s+2}\left[\begin{array}{cc}
-1 & 1 \\
2 & -2 \\
0 & 0
\end{array}\right]  \tag{C.77}\\
\mathbf{F}_{2}(s)=\frac{s-2}{s+1}\left[\begin{array}{ll}
0 & 0 \\
1 & 2 \\
1 & 2
\end{array}\right]=\left(1-\frac{3}{s+1}\right)\left[\begin{array}{ll}
0 & 0 \\
1 & 2 \\
1 & 2
\end{array}\right]
\end{array}\right.
$$

Elementary transfer matrices $\mathbf{F}_{1}(s)$ and $\mathbf{F}_{2}(s)$ are such that all the factors of $\frac{1}{s-\lambda_{i}}$ are $3 \times 2$ matrices with rank $n_{i}=1$. Those matrices can then be written as the product between two constant matrices $\mathbf{C}_{i}$ and $\mathbf{B}_{i}$ of dimension $3 \times 1$ and $1 \times 2$, respectively:

$$
\left\{\begin{array}{l}
\mathbf{F}_{1}(s)=\frac{1}{s+1}\left[\begin{array}{c}
1 \\
-1 \\
0
\end{array}\right]\left[\begin{array}{ll}
1 & -1
\end{array}\right]+\frac{1}{s+2}\left[\begin{array}{c}
-1 \\
2 \\
0
\end{array}\right]\left[\begin{array}{ll}
1 & -1
\end{array}\right]  \tag{C.78}\\
\mathbf{F}_{2}(s)=\frac{1}{s+1}\left[\begin{array}{c}
0 \\
-3 \\
-3
\end{array}\right]\left[\begin{array}{ll}
1 & 2
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
1 & 2 \\
1 & 2
\end{array}\right]
\end{array}\right.
$$

The realization of $\mathbf{F}_{1}(s)$ and $\mathbf{F}_{2}(s)$ using block diagonal Jordan form is then
the following:

A minimal realization of $\mathbf{F}(s)$ is then obtained by aggregating the realizations of all elementary transfer matrices $\mathbf{F}_{i}(s)$ :

$$
\left\{\begin{array}{l}
\boldsymbol{\Lambda}=\left[\begin{array}{cc}
\mathbf{A}_{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{2}
\end{array}\right]=\left[\begin{array}{cc:c}
-1 & 0 & 0 \\
0 & -2 & 0 \\
\hdashline 0 & 0 & -1
\end{array}\right] \\
\mathbf{B}=\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{B}_{2}
\end{array}\right]=\left[\begin{array}{ll}
1 & -1 \\
1 & -1 \\
\hdashline 1 & 2
\end{array}\right] \\
\mathbf{C}=\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right]=\left[\begin{array}{ccc}
1 & -1 & 0 \\
-1 & 2 & -3 \\
0 & 0 & -3
\end{array}\right] \\
\mathbf{D}=\sum_{i} \mathbf{D}_{i}=\left[\begin{array}{ll}
0 & 0 \\
1 & 1 \\
2 & 2
\end{array}\right]
\end{array}\right.
$$

## C.1.6 Polynomial matrix fraction description (P-MFD)

Polynomial Matrix Fraction Description (P-MFD) is an alternative method to state space representation. It generalizes the notion of numerator and denominator for MIMO (Multiple-Input Multiple-Output) transfer matrices.

A right polynomial matrix fraction description of transfer matrix $\mathbf{F}(s)$ of dimension $p \times m$ reads as follows where $\mathbf{F}_{R N}(s)$ is a polynomial matrix of dimension $p \times m$ and $\mathbf{F}_{R D}(s)$ is a square polynomial matrix of dimension $m \times m$ :

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s) \tag{C.81}
\end{equation*}
$$

Similarly, a left polynomial matrix fraction description of transfer matrix $\mathbf{F}(s)$ of dimension $p \times m$ reads as follows where $\mathbf{F}_{L D}(s)$ is a square polynomial matrix of dimension $p \times p$ and $\mathbf{F}_{L N}(s)$ is a polynomial matrix of dimension $p \times m$ :

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{F}_{L D}^{-1}(s) \mathbf{F}_{L N}(s) \tag{C.82}
\end{equation*}
$$

We have seen that transfer matrix $\mathbf{F}(s)$ can be decomposed as follows:

$$
\left\{\begin{array}{l}
\mathbf{F}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}  \tag{C.83}\\
\mathbf{N}(s)=\mathbf{V}^{-1}(s) \mathbf{S}(s) \mathbf{W}^{-1}(s)
\end{array} \Rightarrow \mathbf{F}(s)=\mathbf{V}^{-1}(s) \frac{\mathbf{S}(s)}{\Psi(s)} \mathbf{W}^{-1}(s)\right.
$$

Matrix $\frac{\mathbf{S}(s)}{\Psi(s)}$ is the Smith-McMillan form of transfer matrix $\mathbf{F}(s)$ : this is a quasi-diagonal matrix of rational functions which may possibly simplify. Furthermore $\mathbf{S}(s)$ is a polynomial matrix of dimension $p \times m$ and $\Psi(s)$ is a polynomial. Let $\frac{\varepsilon_{i}(s)}{\psi_{i}(s)}$ be the elements obtained after possible simplifications of this quasi-diagonal matrix. Then matrix $\frac{\mathbf{S}(s)}{\Psi(s)}$ has the following expression:

$$
\frac{\mathbf{S}(s)}{\Psi(s)}=\left[\begin{array}{cccc}
\frac{\varepsilon_{1}(s)}{\psi_{1}(s)} & & & \mathbf{0}  \tag{C.84}\\
& \ddots & & \vdots \\
& & \frac{\varepsilon_{r}(s)}{\psi_{r}(s)} & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Let $\mathbf{D}_{\Psi_{p}}(s)$ and $\mathbf{D}_{\Psi_{m}}(s)$ be the following square polynomial matrices, build from polynomials $\psi_{i}(s)$ and of dimension $p \times p$ and $m \times m$ respectively (those 2 matrices just differ by the number of 1 on their diagonal), and $\mathbf{N}_{\varepsilon_{p m}}(s)$ the following polynomial matrix build from polynomials $\varepsilon_{i}(s)$ and of dimension $p \times$ $m$ :

$$
\left\{\begin{array}{l}
\mathbf{D}_{\Psi_{p}}(s)=\operatorname{diag}\left(\psi_{1}(s), \cdots, \psi_{r}(s), 1, \cdots, 1\right): p \times p \text { square matrix }  \tag{C.85}\\
\mathbf{D}_{\Psi_{m}}(s)=\operatorname{diag}\left(\psi_{1}(s), \cdots, \psi_{r}(s), 1, \cdots, 1\right): m \times m \text { square matrix } \\
\mathbf{N}_{\varepsilon_{p m}}(s)=\operatorname{diag}\left(\varepsilon_{1}(s), \cdots, \varepsilon_{r}(s), 0, \cdots, 0\right): p \times m \text { matrix }
\end{array}\right.
$$

Matrix $\frac{\mathbf{S}(s)}{\Psi(s)}$ of dimension $p \times m$ can then be expressed in 2 different ways:

$$
\begin{equation*}
\frac{\mathbf{S}(s)}{\Psi(s)}=\mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{D}_{\Psi_{m}}^{-1}(s)=\mathbf{D}_{\Psi_{p}}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \tag{C.86}
\end{equation*}
$$

By carrying these expressions in (C.83), transfer function $\mathbf{F}(s)$ is then written as follows:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{V}^{-1}(s) \frac{\mathbf{S}(s)}{\Psi(s)} \mathbf{W}^{-1}(s) \\
& =\mathbf{V}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{D}_{\Psi_{m}}^{-1}(s) \mathbf{W}^{-1}(s)  \tag{C.87}\\
& =\mathbf{V}^{-1}(s) \mathbf{D}_{\Psi_{p}}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{W}^{-1}(s)
\end{align*}
$$

By identifying (C.87) to (C.81) we get the following expression of the right polynomial matrix fraction description of transfer matrix $\mathbf{F}(s)$ :

$$
\begin{align*}
& \mathbf{F}(s)=\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s) \\
&=\mathbf{V}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{D}_{\Psi_{m}}^{-1}(s) \mathbf{W}^{-1}(s) \\
&=\mathbf{V}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s)\left(\mathbf{W}(s) \mathbf{D}_{\Psi_{m}}(s)\right)^{-1}  \tag{C.88}\\
& \Rightarrow\left\{\begin{array}{l}
\mathbf{F}_{R N}(s)=\mathbf{V}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \\
\mathbf{F}_{R D}(s)=\mathbf{W}(s) \mathbf{D}_{\Psi_{m}}(s)
\end{array}\right.
\end{align*}
$$

Similarly, by identifying (C.87) to (C.82) we get the following expression of the left polynomial matrix fraction description of transfer matrix $\mathbf{F}(s)$ :

$$
\begin{align*}
& \mathbf{F}(s)=\mathbf{F}_{L D}^{-1}(s) \mathbf{F}_{L N}(s) \\
&=\mathbf{V}^{-1}(s) \mathbf{D}_{\Psi_{p}}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{W}^{-1}(s) \\
&=\left(\mathbf{D}_{\Psi_{p}}(s) \mathbf{V}(s)\right)^{-1} \mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{W}^{-1}(s)  \tag{C.89}\\
& \Rightarrow\left\{\begin{array}{l}
\mathbf{F}_{L D}(s)=\mathbf{D}_{\Psi_{p}}(s) \mathbf{V}(s) \\
\mathbf{F}_{L N}(s)=\mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{W}^{-1}(s)
\end{array}\right.
\end{align*}
$$

Note that $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are unimodular polynomial matrices. Therefore $\mathbf{V}^{-1}(s)$ and $\mathbf{W}^{-1}(s)$ are also unimodular polynomial matrices and matrices $\mathbf{F}_{R N}(s), \mathbf{F}_{R D}(s), \mathbf{F}_{L N}(s)$ and $\mathbf{F}_{L D}(s)$ are polynomial matrices.

Consider now the following linear and time invariant system with $m$ inputs and $p$ outputs:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}=\mathbf{A} \underline{x}+\mathbf{B} \underline{u}  \tag{C.90}\\
\underline{y}=\mathbf{C} \underline{x}
\end{array}\right.
$$

Once the Smith-McMillan form of this system is obtained, the right polynomial matrix fraction description of $\mathbf{F}(s)$ leads to the following realization of the system in the controllable canonical form:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s) \\
& =\left(\mathbf{N}_{r-1} s^{r-1}+\cdots+\mathbf{N}_{1} s+\mathbf{N}_{0}\right)\left(\mathbb{I}_{m} s^{r}+\mathbf{D}_{r-1} s^{r-1}+\cdots+\mathbf{D}_{1} s+\mathbf{D}_{0}\right)^{-1} \\
& =\mathbf{C}_{c}\left(s \mathbb{I}-\mathbf{A}_{c}\right)^{-1} \mathbf{B}_{c}:=\left(\begin{array}{c|c}
\mathbf{A}_{c} & \mathbf{B}_{c} \\
\hline \mathbf{C}_{c} & \mathbf{0}_{p \times m}
\end{array}\right) \tag{C.91}
\end{align*}
$$

where:

$$
\left\{\begin{align*}
\mathbf{A}_{c} & =\left[\begin{array}{ccccc}
\mathbf{0}_{m} & \mathbb{I}_{m} & \mathbf{0}_{m} & \cdots & \mathbf{0}_{m} \\
\mathbf{0}_{m} & \mathbf{0}_{m} & \mathbb{I}_{m} & \cdots & \vdots \\
& & & \ddots & \\
& & & & \mathbb{I}_{m} \\
-\mathbf{D}_{0} & -\mathbf{D}_{1} & \cdots & & -\mathbf{D}_{r-1}
\end{array}\right]  \tag{C.92}\\
\mathbf{B}_{c} & =\left[\begin{array}{c}
\mathbf{0}_{m} \\
\vdots \\
\mathbf{0}_{m} \\
\mathbb{I}_{m}
\end{array}\right] \\
& \\
& \\
\mathbf{N}_{0} & \mathbf{N}_{1} \\
\cdots & \mathbf{N}_{r-1}
\end{align*}\right] \quad \begin{array}{lll}
\mathbf{C}_{c} &
\end{array}
$$

Similarly, the left polynomial matrix fraction description of $\mathbf{F}(s)$ leads to the following realization of the system in the observable canonical form:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{F}_{L D}^{-1}(s) \mathbf{F}_{L N}(s) \\
& =\left(\mathbb{I}_{m} s^{r}+\mathbf{D}_{r-1} s^{r-1}+\cdots+\mathbf{D}_{1} s+\mathbf{D}_{0}\right)^{-1}\left(\mathbf{N}_{r-1} s^{r-1}+\cdots+\mathbf{N}_{1} s+\mathbf{N}_{0}\right) \\
& =\mathbf{C}_{o}\left(s \mathbb{I}-\mathbf{A}_{o}\right)^{-1} \mathbf{B}_{o}:=\left(\begin{array}{c|c}
\mathbf{A}_{o} & \mathbf{B}_{o} \\
\hline \mathbf{C}_{o} & \mathbf{0}_{p \times m}
\end{array}\right) \tag{C.93}
\end{align*}
$$

where:

$$
\left\{\begin{align*}
\mathbf{A}_{o} & =\left[\begin{array}{lllll}
\mathbf{0}_{m} & \mathbf{0}_{m} & \cdots & \mathbf{0}_{m} & -\mathbf{D}_{0} \\
\mathbb{I}_{m} & \mathbf{0}_{m} & \cdots & \mathbf{0}_{m} & -\mathbf{D}_{1} \\
& \ddots & & & \\
& & & & \\
\mathbf{0}_{m} & \cdots & & \mathbb{I}_{m} & -\mathbf{D}_{r-1}
\end{array}\right]  \tag{C.94}\\
\mathbf{B}_{o} & =\left[\begin{array}{c}
\mathbf{N}_{0} \\
\mathbf{N}_{1} \\
\vdots \\
\mathbf{N}_{r-1}
\end{array}\right] \\
\mathbf{C}_{o} & =\left[\begin{array}{llll}
\mathbf{0}_{m} & \cdots & \mathbf{0}_{m} & \mathbb{I}_{m}
\end{array}\right]
\end{align*}\right.
$$

Example C.9. We consider (again) the following transfer matrix $\mathbf{F}(s)$ :

$$
\mathbf{F}(s)=\left[\begin{array}{cc}
\frac{1}{(s+1)(s+2)} & \frac{-1}{(s+1)(s+2)}  \tag{C.95}\\
\frac{s^{2}+s-4}{(s+1)(s+2)} & \frac{2 s^{2}-s-8}{(s+1)(s+2)} \\
\frac{s-2}{s+1} & \frac{2 s-4}{s+1}
\end{array}\right]
$$

Here the number of outputs $p$ of the system is equal to 3 whereas the number of inputs $m$ of the system is equal to 2 .

We have seen in a previous example that the Smith-McMillan form of the transfer matrix $\mathbf{F}(s)$ is the following:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{V}^{-1}(s) \frac{\mathbf{S}(s)}{\Psi(s)} \mathbf{W}^{-1}(s) \\
& =\mathbf{V}^{-1}(s) \frac{1}{(s+1)(s+2)}\left[\begin{array}{cc}
1 & 0 \\
0 & s^{2}-4 \\
0 & 0
\end{array}\right] \mathbf{W}^{-1}(s) \\
& =\mathbf{V}^{-1}(s)\left[\begin{array}{cc}
\frac{1}{(s+1)(s+2)} & 0 \\
0 & \frac{s-2}{s+1} \\
0 & 0
\end{array}\right] \mathbf{W}^{-1}(s)  \tag{C.96}\\
& =\mathbf{V}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{D}_{\Psi_{m}}^{-1}(s) \mathbf{W}^{-1}(s) \\
& =\mathbf{V}^{-1}(s) \mathbf{D}_{\Psi_{p}}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{W}^{-1}(s)
\end{align*}
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{N}_{\varepsilon_{p m}}(s)=\left[\begin{array}{cc}
1 & 0 \\
0 & s-2 \\
0 & 0
\end{array}\right]  \tag{C.97}\\
\mathbf{D}_{\Psi_{m}}(s)=\left[\begin{array}{ccc}
(s+1)(s+2) & 0 \\
0 & s+1
\end{array}\right] \\
\mathbf{D}_{\Psi_{p}}(s)=\left[\begin{array}{ccc}
(s+1)(s+2) & 0 & 0 \\
0 & s+1 & 0 \\
0 & 0 & 1
\end{array}\right]
\end{array}\right.
$$

and:

$$
\left\{\begin{array} { l } 
{ \mathbf { V } ( s ) = [ \begin{array} { c c c } 
{ 1 / 3 } & { 0 } & { 0 } \\
{ - s / 3 } & { 1 / 3 } & { 0 } \\
{ s } & { - 1 } & { 1 }
\end{array} ] }  \tag{C.98}\\
{ \mathbf { W } ( s ) = [ \begin{array} { c c } 
{ 2 } & { 1 } \\
{ - 1 } & { 1 }
\end{array} ] }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\mathbf{V}^{-1}(s)=\left[\begin{array}{ccc}
3 & 0 & 0 \\
3 s & 3 & 0 \\
0 & 3 & 1
\end{array}\right] \\
\mathbf{W}^{-1}(s)=\left[\begin{array}{cc}
1 / 3 & -1 / 3 \\
1 / 3 & 2 / 3
\end{array}\right]
\end{array}\right.\right.
$$

Then the right polynomial matrix fraction description of $\mathbf{F}(s)$ reads as follows:

$$
\begin{align*}
& \mathbf{F}(s)=\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s) \\
& \text { where }\left\{\begin{array}{l}
\mathbf{F}_{R N}(s)=\mathbf{V}^{-1}(s) \mathbf{N}_{\varepsilon_{p m}}(s)=\left[\begin{array}{cc}
3 & 0 \\
3 s & 3 s-6 \\
0 & 3 s-6
\end{array}\right] \\
\mathbf{F}_{R D}(s)=\mathbf{W}(s) \mathbf{D}_{\Psi_{m}}(s)=\left[\begin{array}{cc}
2 s^{2}+6 s+4 & s+1 \\
-s^{2}-3 s-2 & s+1
\end{array}\right]
\end{array}\right. \tag{C.99}
\end{align*}
$$

And the left polynomial matrix fraction description of $\mathbf{F}(s)$ reads as follows:

$$
\begin{align*}
& \mathbf{F}(s)=\mathbf{F}_{L D}^{-1}(s) \mathbf{F}_{L N}(s) \\
& \text { where }\left\{\begin{array}{c}
\mathbf{F}_{L D}(s)=\mathbf{D}_{\Psi_{p}}(s) \mathbf{V}(s)=\left[\begin{array}{ccc}
s^{2} / 3+s+2 / 3 & 0 & 0 \\
-s^{2} / 3-s / 3 & s / 3+1 / 3 & 0 \\
s & -1 & 1
\end{array}\right] \\
\mathbf{F}_{L N}(s)=\mathbf{N}_{\varepsilon_{p m}}(s) \mathbf{W}^{-1}(s)=\left[\begin{array}{cc}
1 / 3 & -1 / 3 \\
-2 / 3+s / 3 & 2 / 3-4 / 3 \\
0 & 0
\end{array}\right]
\end{array}\right. \tag{C.100}
\end{align*}
$$

## C.1.7 Right and left coprimeness

Consider two polynomial matrices $\mathbf{D}(s)$ and $\mathbf{N}(s)$ with the same number of columns. A square polynomial matrix $\mathbf{R}(s)$ is called a common right divisor of $\mathbf{D}(s)$ and $\mathbf{N}(s)$ if there exists polynomial matrices $\overline{\mathbf{D}}(s)$ and $\overline{\mathbf{N}}(s)$ such that:

$$
\left[\begin{array}{l}
\mathbf{D}(s)  \tag{C.101}\\
\mathbf{N}(s)
\end{array}\right]=\left[\begin{array}{c}
\overline{\mathbf{D}}(s) \\
\overline{\mathbf{N}}(s)
\end{array}\right] \mathbf{R}(s)
$$

Assume $\mathbf{D}(s)$ and $\mathbf{N}(s)$ have both $m$ columns and such that the sum of their rows is greater of equal to $m$. Then the following statements are equivalent ${ }^{3}$ :

- $\mathbf{D}(s)$ and $\mathbf{N}(s)$ are right coprime, meaning that the greatest common right divisor of $\mathbf{D}(s)$ and $\mathbf{N}(s)$ is an unimodular matrix. We will see in section C.1.8 how to compute the greatest common right divisor of two polynomials matrices.
- There exists polynomial matrices $\mathbf{X}(s)$ and $\mathbf{Y}(s)$ which solve the following Bezout identity:

$$
\begin{equation*}
\mathbf{X}(s) \mathbf{D}(s)+\mathbf{Y}(s) \mathbf{N}(s)=\mathbb{I}_{m} \tag{C.102}
\end{equation*}
$$

- For any complex number $s$ :

$$
\operatorname{rank}\left(\left[\begin{array}{l}
\mathbf{D}(s)  \tag{C.103}\\
\mathbf{N}(s)
\end{array}\right]\right)=m
$$

[^62]- The Smith form of $\left[\begin{array}{l}\mathbf{D}(s) \\ \mathbf{N}(s)\end{array}\right]$ is $\left[\begin{array}{c}\mathbb{I}_{m} \\ \mathbf{0}\end{array}\right]$.

Assume now $\mathbf{D}(s)$ and $\mathbf{N}(s)$ have both $p$ rows and such that the sum of their columns is greater of equal to $p$. Then the following statements are equivalent:

- $\mathbf{D}(s)$ and $\mathbf{N}(s)$ are left coprime, meaning that the greatest common left divisor of $\mathbf{D}(s)$ and $\mathbf{N}(s)$ is an unimodular matrix.
- There exists polynomial matrices $\mathbf{X}(s)$ and $\mathbf{Y}(s)$ which solve the following Bezout identity:

$$
\begin{equation*}
\mathbf{D}(s) \mathbf{X}(s)+\mathbf{N}(s) \mathbf{Y}(s)=\mathbb{I}_{p} \tag{C.104}
\end{equation*}
$$

- For any complex number $s$ :

$$
\operatorname{rank}\left(\left[\begin{array}{ll}
\mathbf{D}(s) & \mathbf{N}(s) \tag{C.105}
\end{array}\right]\right)=p
$$

- The Smith form of $\left[\begin{array}{ll}\mathbf{D}(s) & \mathbf{N}(s)\end{array}\right]$ is $\left[\begin{array}{ll}\mathbb{I}_{p} & \mathbf{0}\end{array}\right]$.


## C.1.8 Hermite form and applications

## Greatest Common Right Divisor (GCD)

The row Hermite form of a matrix, initially discovered by Charles Hermite (1822-1901) in 1851 for the domain of integers, is an upper triangular matrix that has the added constraints that the diagonals have the largest degrees in each column.

Let $\mathbf{D}(s)$ and $\mathbf{N}(s)$ be two polynomial matrices with the same number of columns and $\mathbf{P}(s):=\left[\begin{array}{c}\mathbf{D}(s) \\ \mathbf{N}(s)\end{array}\right]$. The row Hermite form of $\mathbf{P}(s)$ can be computed by the following algorithm ${ }^{4}$ :

1. In the first column of $\mathbf{P}(s)$ use row interchange to bring to the first row a lowest-degree entry among nonzero first-column entries;
2. Multiply the first row by a real number so that the first column entry $m_{1,1}(s)$ is monic, meaning that the coefficient corresponding to the highest degree monomial is 1 ;
3. For each entry $m_{i, 1}(s)$ below the first row in the first column, use polynomial division to write the following relation where each remainder $r_{i, 1}(s)$ is such that $\operatorname{deg}\left(r_{i, 1}(s)\right)<\operatorname{deg}\left(m_{1,1}(s)\right)$ :

$$
\begin{equation*}
m_{i, 1}(s)=q_{i}(s) m_{1,1}(s)+r_{i, 1}(s), \quad i \geq 2 \tag{C.106}
\end{equation*}
$$

If $m_{i, 1}(s)=0$ we set $q_{i}(s)=r_{i, 1}(s)=0$. If $\operatorname{deg}\left(m_{i, 1}(s)\right)=0$ then $\operatorname{deg}\left(m_{1,1}(s)\right)=0$ and $r_{i, 1}(s)=0$.

[^63]4. For $i \geq 2$, add to the $i^{\text {th }}$-row the product between $-q_{i}(s)$ and the first row, that is the product $-q_{i}(s) m_{1,1}(s)$. The resulting entries in the first column, below the first row, are polynomials $r_{2,1}(s), \cdots, r_{p+m, 1}(s)$, all of which having degrees less than $\operatorname{deg}\left(m_{1,1}(s)\right)$.
5. Repeat the preceding steps until all entries of the first column are zero except the first entry. Since the degrees of the entries below the first entry are lowered by at least one in each iteration, a finite number of operations is required.

Next, proceed with the second column of $\mathbf{P}(s)$ and repeat the above steps while ignoring the first row. This results in a monic, nonzero entry $m_{2,2}(s)$, with all entries below it are zero.

If $m_{1,2}(s)$ does not have lower degree than $m_{2,2}(s)$, then polynomial division of $m_{1,2}(s)$ by $m_{2,2}(s)$ as in step 4 replaces $m_{1,2}(s)$ by a polynomial of degree less than $\operatorname{deg}\left(m_{2,2}(s)\right)$.

Next repeat the process for the third column of $\mathbf{P}(s)$, while ignoring the first two rows. Continuing until the last column of $\mathbf{P}(s)$ yields to the so-called row Hermite form of polynomial matrix $\mathbf{P}(s)=\left[\begin{array}{c}\mathbf{D}(s) \\ \mathbf{N}(s)\end{array}\right]$, where $\mathbf{U}(s)$ is an unimodular polynomial matrix (meaning that $\operatorname{det}(\mathbf{U}(s))=$ constant):

$$
\left\{\begin{array}{l}
\mathbf{U}(s)\left[\begin{array}{l}
\mathbf{D}(s) \\
\mathbf{N}(s)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{R}(s) \\
\mathbf{0}
\end{array}\right]  \tag{C.107}\\
\operatorname{det}(\mathbf{U}(s))=\text { constant }
\end{array}\right.
$$

Polynomial matrix $\mathbf{R}(s)$ is the Greatest Common Right Divisor (GCD) of polynomial matrices $\mathbf{N}(s)$ and $\mathbf{D}(s)$.

## Polynomial matrix fraction description

The results presented in section 5.12 .4 lead to a matrix fraction description of $\mathbf{F}(s)$, where $\mathbf{N}_{F R}(s), \mathbf{D}_{F R}(s), \mathbf{X}_{R}(s)$ and $\mathbf{Y}_{R}(s)$ are rational matrices.

To achieve a polynomial matrix description of $\mathbf{F}(s)$, first write $\mathbf{F}(s)$ as follows:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{N}(s) \mathbf{D}^{-1}(s) \text { where } \mathbf{D}(s)=\operatorname{diag}(\Psi(s), \cdots, \Psi(s)) \tag{C.108}
\end{equation*}
$$

where $\mathbf{N}(s)$ is a $p \times m$ polynomial matrix, $\mathbf{D}(s)$ a $m \times m$ diagonal polynomial matrix and $\Psi(s)$ a polynomial.

From the row Hermite form (see Section C.1.8) of polynomial matrix $\mathbf{P}(s)=$ $\left[\begin{array}{l}\mathbf{D}(s) \\ \mathbf{N}(s)\end{array}\right]$, we get relation (C.107) where $\mathbf{U}(s)$ is a $(p+m) \times(p+m)$ unimodular polynomial matrix (meaning that $\operatorname{det}(\mathbf{U}(s))=$ constant):

$$
\left\{\begin{array}{l}
\mathbf{U}(s)\left[\begin{array}{l}
\mathbf{D}(s) \\
\mathbf{N}(s)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{R}(s) \\
\mathbf{0}
\end{array}\right]  \tag{C.109}\\
\operatorname{det}(\mathbf{U}(s))=\mathrm{constant}
\end{array}\right.
$$

Then $\mathbf{U}(s)$ is partitioned as follows, where $\mathbf{U}_{11}(s)$ is a $m \times m$ polynomial matrix and $\mathbf{U}_{22}(s)$ a $p \times p$ polynomial matrix:

$$
\mathbf{U}(s)=\left[\begin{array}{ll}
\mathbf{U}_{11}(s) & \mathbf{U}_{12}(s)  \tag{C.110}\\
\mathbf{U}_{21}(s) & \mathbf{U}_{22}(s)
\end{array}\right]
$$

Matrix $\mathbf{U}_{22}(s)$ is square and invertible. Then the left coprime polynomial matrix description of $\mathbf{F}(s)$ reads:

$$
\begin{equation*}
\mathbf{F}(s)=-\mathbf{U}_{22}^{-1}(s) \mathbf{U}_{21}(s) \tag{C.111}
\end{equation*}
$$

Indeed, from (C.107) we have:

$$
\begin{align*}
& {\left[\begin{array}{ll}
\mathbf{U}_{11}(s) & \mathbf{U}_{12}(s) \\
\mathbf{U}_{21}(s) & \mathbf{U}_{22}(s)
\end{array}\right]\left[\begin{array}{c}
\mathbf{D}(s) \\
\mathbf{N}(s)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{R}(s) \\
\mathbf{0}
\end{array}\right]}  \tag{C.112}\\
& \Rightarrow \mathbf{U}_{21}(s) \mathbf{D}(s)+\mathbf{U}_{22}(s) \mathbf{N}(s)=\mathbf{0} \\
& \Rightarrow \mathbf{F}(s)=\mathbf{N}(s) \mathbf{D}^{-1}(s)=-\mathbf{U}_{22}^{-1}(s) \mathbf{U}_{21}(s)
\end{align*}
$$

With $\mathbf{V}(s)=\mathbf{U}^{-1}(s)$ we get the following relation where $\mathbf{V}_{11}(s)$ is a $m \times m$ polynomial matrix and $\mathbf{V}_{22}(s)$ a $p \times p$ polynomial matrix:

$$
\mathbf{U}^{-1}(s)=\mathbf{V}(s)=\left[\begin{array}{ll}
\mathbf{V}_{11}(s) & \mathbf{V}_{12}(s)  \tag{C.113}\\
\mathbf{V}_{21}(s) & \mathbf{V}_{22}(s)
\end{array}\right]
$$

Matrix $\mathbf{V}_{11}(s)$ is square and invertible. Then the right coprime polynomial matrix description of $\mathbf{F}(s)$ reads:

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{V}_{21}(s) \mathbf{V}_{11}^{-1}(s) \tag{C.114}
\end{equation*}
$$

Indeed we have:

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{D}(s) \\
\mathbf{N}(s)
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{V}_{11}(s) & \mathbf{V}_{12}(s) \\
\mathbf{V}_{21}(s) & \mathbf{V}_{22}(s)
\end{array}\right]\left[\begin{array}{c}
\mathbf{R}(s) \\
\mathbf{0}
\end{array}\right] \Rightarrow\left\{\begin{array}{l}
\mathbf{D}(s)=\mathbf{V}_{11}(s) \mathbf{R}(s) \\
\mathbf{N}(s)=\mathbf{V}_{21}(s) \mathbf{R}(s)
\end{array}\right.} \\
& \Rightarrow \mathbf{F}(s)=\mathbf{N}(s) \mathbf{D}^{-1}(s)=\mathbf{V}_{21}(s) \mathbf{R}(s) \mathbf{R}^{-1}(s) \mathbf{V}_{11}^{-1}(s)=\mathbf{V}_{21}(s) \mathbf{V}_{11}^{-1}(s) \tag{C.115}
\end{align*}
$$

Furthermore, as far as $\mathbf{V}(s)=\mathbf{U}^{-1}(s)$, the following relation, known as Bézout identity, holds:

$$
\left[\begin{array}{ll}
\mathbf{U}_{11}(s) & \mathbf{U}_{12}(s)  \tag{C.116}\\
\mathbf{U}_{21}(s) & \mathbf{U}_{22}(s)
\end{array}\right]\left[\begin{array}{ll}
\mathbf{V}_{11}(s) & \mathbf{V}_{12}(s) \\
\mathbf{V}_{21}(s) & \mathbf{V}_{22}(s)
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{I} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
$$

With the same kind of work on the columns of the achieved row Hermite form, matrix $\mathbf{R}(s)$ can be diagonalized. Then we get the following relation where matrices $\mathbf{U}(s)$ (rows operations) and $\mathbf{W}(s)$ (columns operations) are unimodular and $\operatorname{diag}\left(p_{i}(s)\right)$ is a diagonal polynomial matrix:

$$
\mathbf{U}(s)\left[\begin{array}{l}
\mathbf{D}(s)  \tag{C.117}\\
\mathbf{N}(s)
\end{array}\right] \mathbf{W}(s)=\left[\begin{array}{c}
\operatorname{diag}\left(p_{i}(s)\right) \\
\mathbf{0}
\end{array}\right]
$$

Example C.10. We consider the following transfer function:

$$
\mathbf{F}(s)=\left[\begin{array}{cc}
0 & \frac{s}{s^{2}-s-1}  \tag{C.118}\\
\frac{1}{s^{2}} & \frac{s-1}{s\left(s^{2}-s-1\right)} \\
\frac{1}{s} & \frac{s-1}{s^{2}-s-1} \\
0 & \frac{1}{s^{2}-s-1}
\end{array}\right]
$$

It is clear that $\mathbf{F}(s)$ can be written as follows:

$$
\begin{align*}
\mathbf{F}(s) & =\frac{1}{s^{2}\left(s^{2}-s-1\right)}\left[\begin{array}{cc}
0 & s^{3} \\
\left(s^{2}-s-1\right) & s(s-1) \\
s\left(s^{2}-s-1\right) & s^{2}(s-1) \\
0 & s^{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
0 & s^{3} \\
\left(s^{2}-s-1\right) & s(s-1) \\
s\left(s^{2}-s-1\right) & s^{2}(s-1) \\
0 & s^{2}
\end{array}\right]\left[\begin{array}{cc}
s^{2}\left(s^{2}-s-1\right) & 0 \\
0 & s^{2}\left(s^{2}-s-1\right)
\end{array}\right] \tag{C.119}
\end{align*}
$$

Then we seek the row Hermite form of $\mathbf{P}(s):=\left[\begin{array}{l}\mathbf{D}(s) \\ \mathbf{N}(s)\end{array}\right]$ where:

$$
\left\{\begin{align*}
\mathbf{D}(s) & =\left[\begin{array}{cc}
s^{2}\left(s^{2}-s-1\right) & 0 \\
0 & s^{2}\left(s^{2}-s-1\right)
\end{array}\right]  \tag{C.120}\\
\mathbf{N}(s) & =\left[\begin{array}{cc}
0 & s^{3} \\
\left(s^{2}-s-1\right) & s(s-1) \\
s\left(s^{2}-s-1\right) & s^{2}(s-1) \\
0 & s^{2}
\end{array}\right]
\end{align*}\right.
$$

Following the algorithm proposed by Rugh ${ }^{4}$, the row Hermite form of $\mathbf{P}(s)$ can be computed step by step as shown in Table C. 4 for the first column.

Then we proceed with the second column while ignoring the first row, as shown in Table C.5.

Finally matrix $\mathbf{U}(s)$ is partitioned as follows, where $\mathbf{U}_{11}(s)$ is a $m \times m$ polynomial matrix and $\mathbf{U}_{22}(s)$ is a $p \times p$ polynomial matrix:

$$
\mathbf{U}(s)=\left[\begin{array}{cc:cccc}
0 & 0 & 0 & 1 & 0 & 0  \tag{C.121}\\
0 & 0 & 0 & 0 & 0 & 1 \\
\hdashline 0 & 0 & 1 & 0 & 0 & -s \\
1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\
0 & 0 & 0 & -s & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & -\left(s^{2}-s-1\right)
\end{array}\right]=\left[\begin{array}{c:c}
\mathbf{U}_{11}(s) & \mathbf{U}_{12}(s) \\
\hdashline \mathbf{U}_{21}(s) & \mathbf{U}_{22}(s)
\end{array}\right]
$$

Matrix $\mathbf{U}_{22}(s)$ is a square invertible polynomial matrix. The left coprime polynomial matrix description of $\mathbf{F}(s)$ reads:

$$
\mathbf{F}(s)=-\mathbf{U}_{22}^{-1}(s) \mathbf{U}_{21}(s)=-\left[\begin{array}{cccc}
1 & 0 & 0 & -s  \tag{C.122}\\
0 & -s^{2} & 0 & \left(s^{2}-s\right) \\
0 & -s & 1 & 0 \\
0 & 0 & 0 & -\left(s^{2}-s-1\right)
\end{array}\right]^{-1}\left[\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right]
$$

| Row operation | U(s) | $\mathbf{P}(\mathrm{s})$ |
| :---: | :---: | :---: |
|  | $\left[\begin{array}{llllll}1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}s^{2}\left(s^{2}-s-1\right) & 0 \\ 0 & s^{2}\left(s^{2}-s-1\right) \\ 0 & s^{3} \\ \left(s^{2}-s-1\right) & s(s-1) \\ s\left(s^{2}-s-1\right) & s^{2}(s-1) \\ 0 & s^{2}\end{array}\right.$ |
| $r_{1} \leftrightarrow r_{4}$ | $\left[\begin{array}{llllll}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2}\left(s^{2}-s-1\right) \\ 0 & s^{3} \\ s^{2}\left(s^{2}-s-1\right) & 0 \\ s\left(s^{2}-s-1\right) & s^{2}(s-1) \\ 0 & s^{2}\end{array}\right]$ |
| $r_{4} \leftarrow r_{4}-s^{2} r_{1}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & -s^{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2}\left(s^{2}-s-1\right) \\ 0 & s^{3} \\ 0 & -s^{3}(s-1) \\ s\left(s^{2}-s-1\right) & s^{2}(s-1) \\ 0 & s^{2}\end{array}\right]$ |
| $r_{5} \leftarrow r_{5}-s r_{1}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & -s^{2} & 0 & 0 \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2}\left(s^{2}-s-1\right) \\ 0 & s^{3} \\ 0 & -s^{3}(s-1) \\ 0 & 0 \\ 0 & s^{2}\end{array}\right]$ |

Table C.4: Row Hermite form of $\mathbf{P}(s)$ : process with the first column

| Row operation | U(s) | $\mathbf{P}(\mathrm{s})$ |
| :---: | :---: | :---: |
| $r_{2} \leftrightarrow r_{6}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & -s^{2} & 0 & 0 \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2} \\ 0 & s^{3} \\ 0 & -s^{3}(s-1) \\ 0 & 0 \\ 0 & s^{2}\left(s^{2}-s-1\right)\end{array}\right.$ |
| $r_{3} \leftarrow r_{3}-s r_{2}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & 0 \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2} \\ 0 & 0 \\ 0 & -s^{3}(s-1) \\ 0 & 0 \\ 0 & s^{2}\left(s^{2}-s-1\right)\end{array}\right]$ |
| $r_{4} \leftarrow r_{4}+\left(s^{2}-s\right) r_{2}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2} \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & s^{2}\left(s^{2}-s-1\right)\end{array}\right]$ |
| $r_{6} \leftarrow r_{6}-\left(s^{2}-s-1\right) r_{2}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -\left(s^{2}-s-1\right)\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2} \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ |

Table C.5: Row Hermite form of $\mathbf{P}(s)$ : process with the second column

| Opération (colonne ou ligne) | U(s) | $\mathbf{P}$ (s) | W(s) |
| :---: | :---: | :---: | :---: |
|  | $\left[\begin{array}{lllclc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -\left(s^{2}-s-1\right)\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & s(s-1) \\ 0 & s^{2} \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ | $\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ |
| $c_{2} \leftarrow c_{2}-c_{1}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -\left(s^{2}-s-1\right)\end{array}\right]$ | $\left[\begin{array}{cc}\left(s^{2}-s-1\right) & 1 \\ 0 & s^{2} \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right]$ |
| $c_{2} \leftrightarrow c_{1}$ | $\left[\begin{array}{cccccc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -\left(s^{2}-s-1\right)\end{array}\right]$ | $\left[\begin{array}{cc}1 & \left(s^{2}-s-1\right) \\ s^{2} & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}-1 & 1 \\ 1 & 0\end{array}\right]$ |
| $r_{2} \leftarrow r_{2}-s^{2} r_{1}$ | $\left[\begin{array}{lllclc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -s^{2} & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -\left(s^{2}-s-1\right)\end{array}\right]$ | $\left[\begin{array}{cc}1 & \left(s^{2}-s-1\right) \\ 0 & -s^{2}\left(s^{2}-s-1\right) \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}-1 & 1 \\ 1 & 0\end{array}\right]$ |
| $c_{2} \leftarrow c_{2}-\left(s^{2}-s-1\right) c_{1}$ | $\left[\begin{array}{lllclc}0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & -s^{2} & 0 & 1 \\ 0 & 0 & 1 & 0 & 0 & -s \\ 1 & 0 & 0 & -s^{2} & 0 & \left(s^{2}-s\right) \\ 0 & 0 & 0 & -s & 1 & 0 \\ 0 & 1 & 0 & 0 & 0 & -\left(s^{2}-s-1\right)\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & -s^{2}\left(s^{2}-s-1\right) \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ | $\left[\begin{array}{cc}-1 & s^{2}-s \\ 1 & \left.-s^{2}+s+1\right)\end{array}\right]$ |

Table C.6: Getting the Smith-McMillan form from the row Hermite form

With $\mathbf{V}(s)=\mathbf{U}^{-1}(s)$ we get:

$$
\begin{align*}
\mathbf{U}^{-1}(s)=\mathbf{V}(s) & =\left[\begin{array}{ll:llll}
\mathbf{V}_{11}(s) & \mathbf{V}_{12}(s) \\
\hdashline \mathbf{V}_{21}(s) & \mathbf{V}_{22}(s) \\
s^{2}(s) & s-s^{2} & 0 & 1 & 0 & 0 \\
0 & -1-s+s^{2} & 0 & 0 & 0 & 1 \\
\hdashline 0 & s & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
s & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{array}\right]
\end{align*}
$$

Matrix $\mathbf{V}_{11}(s)$ is a square invertible polynomial matrix. The right coprime polynomial matrix description of $\mathbf{F}(s)$ reads as follows:

$$
\mathbf{F}(s)=\mathbf{V}_{21}(s) \mathbf{V}_{11}^{-1}(s)=\left[\begin{array}{ll}
0 & s  \tag{C.124}\\
1 & 0 \\
s & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
s^{2} & s-s^{2} \\
0 & -1-s+s^{2}
\end{array}\right]^{-1}
$$

With the same kind of work on the columns of the achieved row Hermite form, matrix $\mathbf{R}(s)$ can be diagonalized. Starting with Table C.5, rows operations (matrix $\mathbf{U}(s)$ ) and columns operations (matrix $\mathbf{W}(s)$ ) on $\mathbf{P}(s)$ are presented in Table C.6.

Then we get the following relation where matrices $\mathbf{U}(s)$ (rows operations)
and $\mathbf{W}(s)$ (columns operations) are unimodular:

$$
\begin{align*}
& =\left[\begin{array}{cc}
1 & 0 \\
0 & -s^{2}\left(s^{2}-s-1\right) \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right] \tag{C.125}
\end{align*}
$$

## C.1.9 McMillan degree, poles and zeros of a transfer function

From the left and right coprime polynomial matrix descriptions of $\mathbf{F}(s)$ reads, the following properties hold ${ }^{4}$ :

- The determinant of $\mathbf{V}_{11}(s)$ is equal to the determinant of $\mathbf{U}_{22}(s)$ times a constant $c$ :

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{V}_{11}(s)\right)=c \operatorname{det}\left(\mathbf{U}_{22}(s)\right), \quad c=\mathrm{constant} \tag{C.126}
\end{equation*}
$$

- The degree of $\operatorname{det}\left(\mathbf{V}_{11}(s)\right)$ (or $\operatorname{det}\left(\mathbf{U}_{22}(s)\right)$ ) is called the McMillan degree of $\mathbf{F}(s)$. This degree equals the dimension of any minimal realization of $\mathbf{F}(s)$.
- The poles of $\mathbf{F}(s)$ are either the roots of $\operatorname{det}\left(\mathbf{V}_{11}(s)\right)=0$ or the roots of $\operatorname{det}\left(\mathbf{U}_{22}(s)\right)=0$.
- The zeros of $\mathbf{F}(s)$ are the values of $s$ for which the rank of either $\mathbf{V}_{21}(s)$ or $\mathbf{U}_{21}(s)$ drops below its normal rank.


## C.1.10 Column reduced and row reduced polynomial matrix

Let $\mathbf{D}(s)$ a square $p \times p$ polynomial matrix and denote its column degree by $\left\{d c_{i}\right\}$. Then we can write the following relation, where $\boldsymbol{\Gamma}_{c}$ is a constant matrix and $\mathbf{D}_{0}(s)$ a polynomial matrix with column degrees strictly lower than those of $\mathbf{D}(s)$ :

$$
\begin{equation*}
\mathbf{D}(s)=\boldsymbol{\Gamma}_{c} \operatorname{diag}\left(s^{d c_{1}}, \cdots, s^{d c_{p}}\right)+\mathbf{D}_{0}(s) \tag{C.127}
\end{equation*}
$$

Matrix $\boldsymbol{\Gamma}_{c}$ is called the highest column degree coefficient matrix, or the leading column coefficient matrix, of $\mathbf{D}(s)$.

By definition ${ }^{5}$, a square nonsingular polynomial matrix is column reduced if and only if its leading column coefficient matrix $\boldsymbol{\Gamma}_{c}$ is nonsingular, or equivalently if:

$$
\begin{equation*}
\operatorname{det}\left(\boldsymbol{\Gamma}_{c}\right) \neq 0 \Leftrightarrow \operatorname{deg} \operatorname{det}(\mathbf{D}(s))=\sum_{i=1}^{p} d c_{i} \tag{C.128}
\end{equation*}
$$

The example provided by Kailath ${ }^{6}$ will give an insight. Let $\mathbf{D}(s)$ be the following polynomial matrix:

$$
\begin{align*}
\mathbf{D}(s) & =\left[\begin{array}{cc}
(s+1)^{2}(s+2)^{2} & -(s+1)^{2}(s+2) \\
0 & s+2
\end{array}\right] \\
= & {\left[\begin{array}{cc}
1 & -1 \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
s^{4} & 0 \\
0 & s^{3}
\end{array}\right] }  \tag{C.129}\\
& +\left[\begin{array}{cc}
6 s^{3}+13 s^{2}+12 s+4 & -4 s^{2}-5 s-2 \\
0 & s+2
\end{array}\right] \\
& :=\boldsymbol{\Gamma}_{c} \operatorname{diag}\left(s^{4}, s^{3}\right)+\mathbf{D}_{0}(s)
\end{align*}
$$

Then the leading column coefficient matrix $\boldsymbol{\Gamma}_{c}$ of $\mathbf{D}(s)$ reads:

$$
\boldsymbol{\Gamma}_{c}=\left[\begin{array}{cc}
1 & -1  \tag{C.130}\\
0 & 0
\end{array}\right]
$$

The column coefficient matrix $\boldsymbol{\Gamma}_{c}$ is singular, thus $\mathbf{D}(s)$ is not column reduced and $\operatorname{deg} \operatorname{det}(\mathbf{D}(s))=5 \neq \sum_{i=1}^{p} d c_{i}=4+3$.

Similarly, a square nonsingular polynomial matrix is row reduced if and only if the matrix formed by its row leading coefficients is nonsingular. Coming back to polynomial matrix $\mathbf{D}(s)$ in (C.129), its leading row coefficient matrix $\boldsymbol{\Gamma}_{r}$ reads:

$$
\boldsymbol{\Gamma}_{r}=\left[\begin{array}{ll}
1 & 0  \tag{C.131}\\
0 & 1
\end{array}\right]
$$

We can see that $\mathbf{D}(s)$ is row reduced. Indeed denoting by $d r_{i}$ the row degree of $\mathbf{D}(s)$ we have:

$$
\begin{equation*}
\operatorname{det}\left(\boldsymbol{\Gamma}_{r}\right) \neq 0 \Leftrightarrow \operatorname{deg} \operatorname{det}(\mathbf{D}(s))=5=\sum_{i=1}^{2} d r_{i}=4+1 \tag{C.132}
\end{equation*}
$$

Elementary row / column operations can be used to make a polynomial matrix column reduced or row reduced. For example, putting in the first column of $\mathbf{D}(s)$ in (C.129) the sum between its first column and polynomial $(s+2)$ times its second column leads to the following matrix:

$$
\underline{c}_{1} \leftarrow \underline{c}_{1}+(s+2) \underline{c}_{2} \Rightarrow \mathbf{D}_{c r}(s)=\left[\begin{array}{cc}
0 & -(s+1)^{2}(s+2)  \tag{C.133}\\
(s+2)^{2} & s+2
\end{array}\right]
$$

[^64]Matrix $\mathbf{D}_{c r}(s)$. Indeed the highest column degree coefficient matrix of $\mathbf{D}_{c r}(s)$ reads:

$$
\boldsymbol{\Gamma}_{c}=\left[\begin{array}{cc}
0 & -1  \tag{C.134}\\
1 & 0
\end{array}\right]
$$

Because $\boldsymbol{\Gamma}_{c}$ is nonsingular, $\mathbf{D}_{c r}(s)$ is column reduced and the following relation holds:

$$
\begin{equation*}
\operatorname{det}\left(\boldsymbol{\Gamma}_{c}\right) \neq 0 \Leftrightarrow \operatorname{deg} \operatorname{det}\left(\mathbf{D}_{c r}(s)\right)=5=\sum_{i=1}^{p} d c_{i}=2+3 \tag{C.135}
\end{equation*}
$$

Furthermore, it can be shown ${ }^{6}$ that transfer function $\mathbf{N}(s) \mathbf{D}^{-1}(s)$ where $\mathbf{D}(s)$ is column reduced is strictly proper (proper) if and only if each column of $\mathbf{N}(s)$ has a degree less than (less than or equal to) the degree of the corresponding column of $\mathbf{D}(s)$.

## C.1.11 Row index of transfer matrix

The row index $\nu$ of a transfer matrix $\mathbf{F}(s)$ is the largest row degree of $\mathbf{D}_{L}(s)$ in any left coprime factorization of $\mathbf{F}(s)=\mathbf{D}_{L}(s)^{-1} \mathbf{N}_{L}(s)$ with $\mathbf{D}_{L}(s)$ row reduced.

Alternatively row index $\nu$ is also equal to the observability index of any irreducible realization of $\mathbf{F}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}:=\left(\begin{array}{c|c}\mathbf{A} & \mathbf{B} \\ \hline \mathbf{C} & \mathbf{D}\end{array}\right)$. To be more specific, let $\underline{c}_{i}^{T}$ be the $i^{\text {th }}$ row of $\mathbf{C}$. Then the observability matrix $\mathbf{Q}_{o}$ can be written explicitly as follows:

$$
\mathbf{Q}_{o}=\left[\begin{array}{c}
\mathbf{C}  \tag{C.136}\\
\mathbf{C A} \\
\vdots \\
\mathbf{C A}^{n-1}
\end{array}\right]=\left[\begin{array}{c}
\underline{c}_{1}^{T} \\
\vdots \\
-\underline{c}_{p_{-}^{T}}^{T} \\
\underline{c}_{1}^{T} \mathbf{A} \\
\vdots \\
\underline{c}_{p}^{T} \mathbf{A}_{-} \\
\underline{c}_{1}^{T} \mathbf{A}^{n-1} \\
\vdots \\
\underline{c}_{p}^{T} \mathbf{A}^{n-1}
\end{array}\right]
$$

Let $\nu_{j}$ be the number of the linearly independent rows associated with $\underline{c}_{j}^{T}$ in $\mathbf{Q}_{o}$. In other words rows $\left(\underline{c}_{j}^{T}, \underline{c}_{j}^{T} \mathbf{A}, \cdots, \underline{c}_{j}^{T} \mathbf{A}^{\nu_{j}-1}\right)$ are linearly independent and $\underline{c}_{j}^{T} \mathbf{A}^{\nu_{j}+i} \forall i \geq 0$ are linearly dependent. Then if $\mathbf{Q}_{o}$ has rank $n$ we have $\sum_{j=1}^{p} \nu_{j}=n$ and $\nu=\max \left(\nu_{1}, \cdots, \nu_{p}\right)$ is called the observability index.

A similar definition exists for controllability index based on the columns of the controllability matrix $\mathbf{Q}_{C}$.

## C.1.12 Flat outputs

Let $\mathbf{F}(s)=(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}$ (here the output matrix $\mathbf{C}$ has been set to the identity matrix: $\mathbf{C}=\mathbb{I}$ ) and consider the right polynomial matrix fraction description (C.81) of transfer matrix $\mathbf{F}(s)$ :

$$
\begin{equation*}
\underline{X}(s)=\mathbf{F}(s) \underline{U}(s)=\mathbf{F}_{R N}(s) \mathbf{F}_{R D}^{-1}(s) \underline{U}(s) \tag{C.137}
\end{equation*}
$$

By introducing vector $\underline{\xi}(s)$, we can write:

$$
\left\{\begin{array}{l}
\underline{X}(s)=\mathbf{F}_{R N}(s) \underline{\xi}(s)  \tag{C.138}\\
\underline{U}(s)=\mathbf{F}_{R D}(s) \underline{\xi}(s)
\end{array}\right.
$$

Matrices $\mathbf{F}_{R N}(s)$ and $\mathbf{F}_{R D}(s)$ are polynomial maytrices. Thus the preceding relation states that state vector $\underline{x}(t)$ and control vector $\underline{u}(t)$ can be expressed as a function of vector $\underline{\xi}(t)$ and its derivatives: vector $\underline{\xi}(t)$ is called vector of flat outputs ${ }^{7}$.

Interestingly, when flat vector is used, the system dynamics can be obtained without integrating differential equations, just differentiations.

## C. 2 ICD controllers

## C.2.1 Controller structure

ICD stands for Individual Control Channel. ICD controllers are also named reversed frame normalizing controllers after Hung \& MacFarlane in $1982^{8}$. In the ICD framework, which is basically the Smith-McMillan form of the transfer matrix, SISO techniques can be used to control MIMO systems.

We consider the following transfer matrix $\mathbf{F}(s)$ where $\mathbf{N}(s)$ is a $p \times m$ polynomial matrix and $\Psi(s)$ is a polynomial which is actually the least common multiple of the denominators of all the elements in $\mathbf{F}(s)$ ):

$$
\begin{equation*}
\mathbf{F}(s)=\frac{\mathbf{N}(s)}{\Psi(s)} \tag{C.139}
\end{equation*}
$$

We have seen in Section C.1.2 that matrix $\mathbf{N}(s)$ is equivalent to matrix $\mathbf{S}(s)$, where polynomial $\mathbf{S}(s)$ is called the Smith form $\mathbf{N}(s)$ :

$$
\begin{equation*}
\mathbf{S}(s)=\mathbf{V}(s) \mathbf{N}(s) \mathbf{W}(s) \Leftrightarrow \mathbf{N}(s)=\mathbf{V}^{-1}(s) \mathbf{S}(s) \mathbf{W}^{-1}(s) \tag{C.140}
\end{equation*}
$$

Moreover:
$-\mathbf{S}(s)$ is a $p \times m$ quasi-diagonal polynomial matrix:

$$
\mathbf{S}(s)=\left[\begin{array}{cccc}
s_{1}(s) & & & \mathbf{0}  \tag{C.141}\\
& \ddots & & \vdots \\
& & s_{r}(s) & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

[^65]- Square matrices $\mathbf{V}(s)$ and $\mathbf{W}(s)$ are unimodular polynomial matrices;
- The dimension of matrix $\mathbf{V}(s)$ is $p \times p$ whereas the dimension of matrix $\mathbf{W}(s)$ is $m \times m$.

Dividing polynomial matrix $\mathbf{N}(s)$ by polynomial $\Psi(s)$ we get:

$$
\begin{equation*}
\mathbf{F}(s)=\frac{\mathbf{N}(s)}{\Psi(s)}=\mathbf{V}^{-1}(s) \frac{\mathbf{S}(s)}{\Psi(s)} \mathbf{W}^{-1}(s):=\mathbf{V}^{-1}(s) \mathbf{F}_{S}(s) \mathbf{W}^{-1}(s) \tag{C.142}
\end{equation*}
$$

Matrix $\mathbf{F}_{S}(s):=\frac{\mathbf{S}(s)}{\Psi(s)}$ is called the Smith-McMillan form of transfer matrix $\mathbf{F}(s)$ : this is a quasi-diagonal matrix of rational functions which may possibly simplify. Let $\frac{\varepsilon_{i}(s)}{\psi_{i}(s)}$ be the rational functions obtained after simplification of each element of quasi-diagonal matrix $\frac{\mathbf{S}(s)}{\Psi(s)}$. Then the Smith-McMillan form $\mathbf{F}_{S}(s)$ of transfer matrix $\mathbf{F}(s)$ reads:

$$
\mathbf{F}_{S}(s):=\frac{\mathbf{S}(s)}{\Psi(s)}=\left[\begin{array}{cccc}
\frac{s_{1}(s)}{\Psi(s)} & & & \mathbf{0}  \tag{C.143}\\
& \ddots & & \vdots \\
& & \frac{s_{r}(s)}{\Psi(s)} & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{\varepsilon_{1}(s)}{\psi_{1}(s)} & & & \mathbf{0} \\
& \ddots & & \vdots \\
& & \frac{\varepsilon_{r}(s)}{\psi_{r}(s)} & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

The polynomials $\varepsilon_{k}(s)$ and $\psi_{k}(s)$ are coprime. Furthermore $\varepsilon_{k}(s)$ divides $\varepsilon_{k}(s)(s)$ and $\psi_{k+1}(s)$ divides $\psi_{k}(s) \forall k=1, \ldots, r-1$ :

$$
\left.\begin{array}{l}
s_{k}(s) \mid s_{k+1}(s)  \tag{C.144}\\
\psi_{k+1}(s) \mid \psi_{k}(s)
\end{array}\right\} \forall k=1, \ldots, r-1
$$

We present hereafter some results presented by Mohsenizadeh \& al. ${ }^{9}$.
We consider Figure C. 1 where $\mathbf{F}(s)$ is a MIMO plant with $m$ inputs and $p$ outputs, and $\mathbf{C}(s)$ a MIMO controller with $p$ inputs and $m$ outputs:

The main idea is to change the actual control loop in the top of Figure C. 1 by an equivalent control loop using the Smith-McMillan form $\mathbf{F}_{S}(s)$ of plant $\mathbf{F}(s)$, as shown in the bottom of Figure C.1. The connection between $\mathbf{C}(s)$ and $\mathbf{C}_{S}(s)$ is obtained through the square unimodular polynomial matrices $\mathbf{V}(s)$ and $\mathbf{W}(s)$ :

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{V}^{-1}(s) \mathbf{F}_{S}(s) \mathbf{W}^{-1}(s) \Rightarrow \mathbf{C}(s)=\mathbf{W}(s) \mathbf{C}_{S}(s) \mathbf{V}(s) \tag{C.145}
\end{equation*}
$$

A controller defined by (C.145) is called SVD controller or reversed-frame normalizing controller.

[^66]

Figure C.1: Equivalent control loops with MIMO controller $C(s)$

## C.2.2 Closed loop transfer function

We will assume that $\mathbf{C}_{S}(s)$ is a quasi-diagonal $m \times p$ controller with transfer functions $C_{1}(s), \cdots, C_{r}(s)$, where $r$ is the number of non-zero terms in the Smith form $\mathbf{S}(s)$ of $\mathbf{N}(s)$. Then, denoting by $n_{C_{k}}(s)$ the numerator of transfer function $C_{S_{k}}(s)$ and by $d_{C_{k}}(s)$ its denominator, we get:

$$
C_{S_{k}}(s)=\frac{n_{C_{k}}(s)}{d_{C_{k}}(s)} \Rightarrow \mathbf{C}_{S}(s)=\left[\begin{array}{cccc}
\frac{n_{C_{1}}(s)}{d_{C_{1}}(s)} & & & \mathbf{0}  \tag{C.146}\\
& \ddots & & \vdots \\
& & \frac{n_{C_{r}}(s)}{d_{C_{r}}(s)} & \mathbf{0} \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0}
\end{array}\right]
$$

Thanks to the definition (C.145) of controller $\mathbf{C}(s)$, the product $\mathbf{F}(s) \mathbf{C}(s)$ reads as follows:

$$
\left\{\begin{array}{l}
\mathbf{F}(s)=\mathbf{V}^{-1}(s) \mathbf{F}_{S}(s) \mathbf{W}^{-1}(s)  \tag{C.147}\\
\mathbf{C}(s)=\mathbf{W}(s) \mathbf{C}_{S}(s) \mathbf{V}(s)
\end{array} \Rightarrow \mathbf{F}(s) \mathbf{C}(s)=\mathbf{V}^{-1}(s) \mathbf{F}_{S}(s) \mathbf{C}_{S}(s) \mathbf{V}(s)\right.
$$

Then we can use this result to compute the closed-loop transfer function:

$$
\begin{align*}
& \underline{Y}(s)=\mathbf{F}(s) \mathbf{C}(s)(\underline{R}(s)-\underline{Y}(s))  \tag{C.148}\\
& \Rightarrow(\mathbb{I}+\mathbf{F}(s) \mathbf{C}(s)) \underline{Y}(s)=\mathbf{F}(s) \mathbf{C}(s) \underline{R}(s)
\end{align*}
$$

We finally get:

$$
\begin{align*}
\underline{Y}(s) & =(\mathbb{I}+\mathbf{F}(s) \mathbf{C}(s))^{-1} \mathbf{F}(s) \mathbf{C}(s) \underline{R}(s) \\
& =\left(\mathbb{I}+\mathbf{V}^{-1}(s) \mathbf{F}_{S}(s) \mathbf{C}_{S}(s) \mathbf{V}(s)\right)^{-1} \mathbf{F}(s) \mathbf{C}(s) \underline{R}(s) \\
& =\left(\mathbf{V}^{-1}(s)\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)\right) \mathbf{V}(s)\right)^{-1} \mathbf{F}(s) \mathbf{C}(s) \underline{R}(s)  \tag{C.149}\\
& =\mathbf{V}^{-1}(s)\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)\right)^{-1} \mathbf{F}_{S}(s) \mathbf{C}_{S}(s) \mathbf{V}(s) \underline{R}(s) \\
& :=\mathbf{G}(s) \underline{R}(s)
\end{align*}
$$

Thus the closed-loop transfer matrix $\mathbf{G}(s)$ reads:

$$
\begin{align*}
\mathbf{G}(s) & =\mathbf{V}^{-1}(s)\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)\right)^{-1} \mathbf{F}_{S}(s) \mathbf{C}_{S}(s) \mathbf{V}(s) \\
& :=\mathbf{V}^{-1}(s) \mathbf{G}_{S}(s) \mathbf{V}(s)  \tag{C.150}\\
\text { where } \mathbf{G}_{S}(s) & =\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)\right)^{-1} \mathbf{F}_{S}(s) \mathbf{C}_{S}(s)
\end{align*}
$$

This equivalence between closed-loop transfer matrix $\mathbf{G}(s)$ and $\mathbf{G}_{S}(s)$ is represented in Figure C.1.

## C.2.3 Proper controller

Let $\underline{\widetilde{w}}_{k}(s)$ be the column polynomial vectors of unimodular of matrix $\mathbf{W}(s)$ and $\underline{\widetilde{v}}_{k}^{T}(s)$ be the row polynomial vectors of unimodular of matrices $\mathbf{V}(s)$. Then we get:

$$
\begin{align*}
& \left\{\begin{aligned}
\mathbf{W}(s) & :=\left[\begin{array}{lll}
\widetilde{w}_{1}(s) & \cdots & \widetilde{w}_{r}(s)
\end{array}\right] \\
\mathbf{V}(s) & :=\left[\begin{array}{c}
\widetilde{\underline{v}}_{1}^{T}(s) \\
\vdots \\
\widetilde{v}_{r}^{T}(s)
\end{array}\right] \\
\Rightarrow \mathbf{C}(s) & =\mathbf{W}(s) \mathbf{C}_{S}(s) \mathbf{V}(s)=\sum_{k=1}^{r} \underline{\underline{w}}_{k}(s) \widetilde{\underline{v}}_{k}^{T}(s) C_{S_{k}}(s)
\end{aligned}\right. \tag{C.151}
\end{align*}
$$

In order to achieve a proper transfer matrix $\mathbf{C}(s)$ for the actual MIMO controller, the relative degree of each transfer function $C_{S_{k}}(s), r d e g\left(C_{S_{k}}(s)\right)$, shall be chosen such that $\underline{\widetilde{w}}_{k}(s) \underline{\widetilde{v}}_{k}^{T}(s) C_{S_{k}}(s)$ is proper:

$$
\begin{equation*}
r \operatorname{deg}\left(C_{S_{k}}(s)\right) \text { such that } \lim _{s \rightarrow \infty} \underline{\widetilde{w}}_{k}(s) \widetilde{\widetilde{v}}_{k}^{T}(s) C_{S_{k}}(s)<\infty \forall k=1, \cdots, r \tag{C.152}
\end{equation*}
$$

From relation (C.150), it is clear that the characteristic polynomial of $\mathbb{I}+$ $\mathbf{F}(s) \mathbf{C}(s)$ is equal to the characteristic polynomial of $\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)$. Then we use the assumption (C.146) that $\mathbf{C}_{S}(s)$ is a quasi-diagonal controller with transfer functions $C_{S_{k}}(s)=\frac{n_{C_{k}}(s)}{d_{C_{k}}(s)}$ :

$$
\begin{align*}
& \Rightarrow\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)\right)^{-1}=\left[\begin{array}{cccc}
\frac{\psi_{1}(s) d_{C_{1}}(s)}{\psi_{1}(s) d_{C_{1}}(s)+\varepsilon_{1}(s) n_{C_{1}}(s)} & & & \mathbf{0} \\
& \ddots & & \vdots \\
& & \frac{\psi_{r}(s) d_{C_{r}}(s)}{} & \vdots \\
\mathbf{0} & \ldots & \psi_{r}(s) d_{C_{r}}(s)+\varepsilon_{r}(s) n_{C_{r}}(s) & \mathbf{0} \\
& \mathbb{I}
\end{array}\right] \tag{C.153}
\end{align*}
$$

We finally get:

$$
\begin{align*}
\mathbf{G}_{S}(s) & =\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)\right)^{-1} \mathbf{F}_{S}(s) \mathbf{C}_{S}(s) \\
& =\left[\begin{array}{cccc}
\frac{\varepsilon_{1}(s) n_{C_{1}}(s)}{\psi_{1}(s) d_{C_{1}}(s)+\varepsilon_{1}(s) n_{C_{1}}(s)} & & \mathbf{0} \\
& \ddots & & \vdots \\
0 & \cdots & \frac{\varepsilon_{r}(s) n_{C_{r}}(s)}{\psi_{r}(s) d_{C_{r}}(s)+\varepsilon_{r}(s) n_{C_{r}}(s)} & \mathbf{0} \\
\mathbf{0} & \cdots
\end{array}\right] \tag{C.154}
\end{align*}
$$

Then the poles of $\mathbf{G}_{S}(s)$, which are also the poles of $\mathbf{G}(s)$ because matrix $\mathbf{V}(s)$ is unimodular, are the roots of the following polynomial $\chi_{G}(s)$ :

$$
\begin{equation*}
\chi_{G}(s)=\prod_{k=1}^{r}\left(\psi_{k}(s) d_{C_{k}}(s)+\varepsilon_{k}(s) n_{C_{k}}(s)\right) \tag{C.155}
\end{equation*}
$$

The interest in this expression is that each elementary transfer function $C_{S_{k}}(s)=\frac{n_{C_{k}}(s)}{d_{C_{k}}(s)}$ is used to set the roots of each polynomial $\psi_{k}(s) d_{C_{k}}(s)+$ $\varepsilon_{k}(s) n_{C_{k}}(s), k=1, \cdots, r$ under the constraint (C.152). Assume that $\psi_{k}(s)$ is a polynomial of degree $n_{k}$ and that polynomial $\varepsilon_{k}(s)$ has a degree lower or equal to $n_{k}$. Then denoting by $m_{k}$ the degree of polynomial $d_{C_{k}}(s)$ and by $m_{k}-\operatorname{rdeg}\left(C_{S_{k}}(s)\right)$ the degree of polynomial $n_{C_{k}}(s)$ :

$$
\left\{\begin{array}{l}
\operatorname{deg}\left(\varepsilon_{k}(s)\right) \leq \operatorname{deg}\left(\psi_{k}(s)\right):=n_{k}  \tag{C.156}\\
\operatorname{deg}\left(d_{C_{k}}(s)\right):=m_{k} \\
\operatorname{deg}\left(n_{C_{k}}(s)\right)=m_{k}-\operatorname{rdeg}\left(C_{S_{k}}(s)\right)
\end{array}\right.
$$

Polynomials $d_{C_{k}}(s)$ and $n_{C_{k}}(s)$ have a total of $m_{k}+1+\left(m_{k}-\operatorname{rdeg}\left(C_{S_{k}}(s)\right)+1\right)=2 m_{k}-\operatorname{rdeg}\left(C_{S_{k}}(s)\right)+2$ coefficients to be determined. On the other hand, and with the assumptions that we made, polynomial $\psi_{k}(s) d_{C_{k}}(s)+\varepsilon_{k}(s) n_{C_{k}}(s)$ is a polynomial of degree $n_{k}+m_{k}$ which has $n_{k}+m_{k}+1$ coefficients. Thus the number of known coefficients, $n_{k}+m_{k}+1$, will be equal to the number of coefficients to be determined, $2 m_{k}-\operatorname{rdeg}\left(C_{S_{k}}(s)\right)+2$, as soon as the following equality holds:

$$
\begin{align*}
n_{k}+m_{k}+1 & =2 m_{k}-\operatorname{rdeg}\left(C_{S_{k}}(s)\right)+2  \tag{C.157}\\
\Rightarrow m_{k} & =n_{k}+\operatorname{rdeg}\left(C_{S_{k}}(s)\right)-1
\end{align*}
$$

Furthermore we have:

$$
\begin{equation*}
\operatorname{deg}\left(\psi_{k}(s) d_{C_{k}}(s)+\varepsilon_{k}(s) n_{C_{k}}(s)\right)=n_{k}+m_{k}=2 n_{k}+r \operatorname{deg}\left(C_{S_{k}}(s)\right)-1 \tag{C.158}
\end{equation*}
$$

In other words, as soon as a polynomial of degree $2 n_{k}+\operatorname{rdeg}\left(C_{S_{k}}(s)\right)-1$ is provided, the coefficients of this polynomial can be identified with the coefficients of polynomial $\psi_{k}(s) d_{C_{k}}(s)+\varepsilon_{k}(s) n_{C_{k}}(s)$, where $d_{C_{k}}(s)$ is a polynomial of degree $m_{k}$ and $n_{C_{k}}(s)$ a polynomial of degree $m_{k}-\operatorname{rdeg}\left(C_{S_{k}}(s)\right)$.

Once each elementary transfer function $C_{S_{k}}(s)=\frac{n_{C_{k}}(s)}{d_{C_{k}}(s)}, k=1, \cdots, r$, of $\mathbf{C}_{S}(s)$ have been set, the actual controller $\mathbf{C}(s)$ is obtained thanks to (C.145).

## C.2.4 Decoupling

It is worth noticing that for square systems with $p$ inputs and $p$ outputs, inputoutput decoupling can be achieved through the following setting, provided that the relative degree condition (C.152) is satisfied and that each open loop transfer function $F_{S_{i}}(S)$ is stable (in order to ensure internal stability):

$$
\begin{equation*}
F_{S_{i}}(S) C_{S_{i}}(s)=F_{S_{j}}(S) C_{S_{j}}(s) \forall i, j \tag{C.159}
\end{equation*}
$$

Indeed, in this situation $\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)$ is a $p \times p$ square matrix:

$$
\left\{\begin{array}{llll}
\mathbf{F}_{S}(s) \mathbf{C}_{S}(s)=\left[\begin{array}{llll}
G_{S_{1}}(s) & & & \\
& G_{S_{2}}(s) & & \\
& & \ddots & \\
& & & G_{S_{p}}(s)
\end{array}\right]  \tag{C.160}\\
G_{S_{i}}(s)=\frac{F_{S_{i}}(S) C_{S_{i}}(s)}{1+F_{S_{i}}(S) C_{S_{i}}(s)} \forall i & & &
\end{array}\right.
$$

Furthermore the closed-loop transfer matrix $\mathbf{G}(s)$ is also a $p \times p$ square matrix. From (C.150) we get:

$$
\begin{align*}
\mathbf{G}(s) & =\mathbf{V}^{-1}(s) \mathbf{G}_{S}(s) \mathbf{V}(s) \\
& =\mathbf{V}^{-1}(s)\left[\begin{array}{cccc}
G_{S_{1}}(s) & & & \\
& G_{S_{2}}(s) & & \\
& & \ddots & \\
& & & G_{S_{p}}(s)
\end{array}\right] \mathbf{V}(s) \tag{C.161}
\end{align*}
$$

Thus it is clear that if $F_{S_{i}}(S) C_{S_{i}}(s)=F_{S_{j}}(S) C_{S_{j}}(s) \forall i, j$ then $G_{S_{i}}(s)=G_{S_{j}}(s) \forall i, j$. Then provided than the relative degree condition (C.152) is satisfied, we achieve decoupling control:

$$
\begin{align*}
G_{S_{i}}(s)=G_{S_{j}}(s) \forall i, j \Rightarrow \mathbf{G}(s) & =\mathbf{V}^{-1}(s)\left[\begin{array}{llll}
G_{S_{1}}(s) & & & \\
& G_{S_{1}}(s) & & \\
& & & \ddots \\
& & & \\
& & & \\
& & \\
& & \\
& & G_{S_{1}}(s) \mathbf{V}^{-1}(s)\left[\begin{array}{llll}
1 & & & \\
& 1 & & \\
& & \ddots & \\
& & & 1
\end{array}\right] \mathbf{V}(s) \\
& =G_{S_{1}}(s) \mathbf{V}^{-1}(s) \mathbb{I}_{p} \mathbf{V}(s) & & \\
& =G_{S_{1}}(s) \mathbb{I}_{p}
\end{array}, \mathbf{V}(s)\right.
\end{align*}
$$

Furthermore let $r d e g\left(C_{S_{k}}(s)\right)$ be the relative degree of controller $C_{S_{k}}(s)$ such that (C.152) holds and let rdeg $\left(F_{S_{k}}(s)\right)$ be the relative degree of transfer function $F_{S_{k}}(s)$. Denoting $r=\max \left(r d e g\left(C_{S_{k}}(s)\right)+r d e g\left(F_{S_{k}}(s)\right)\right)$, the relation $F_{S_{i}}(S) C_{S_{i}}(s)=F_{S_{j}}(S) C_{S_{j}}(s) \forall i, j$ implies that $r d e g\left(C_{S_{k}}(s)\right)$ shall be chosen such that the following relation holds:

$$
\begin{equation*}
r d e g\left(C_{S_{k}}(s)\right)=r-r d e g\left(F_{S_{k}}(s)\right) \tag{C.163}
\end{equation*}
$$



Figure C.2: Equivalent control loops with MIMO two-degree-of-freedom control loop

## C.2.5 Two-degree-of-freedom control loop

Consider the configuration shown in Figure C. 2 where $\mathbf{F}(s)$ is the plant transfer function and $\mathbf{C}_{1}(s)$ and $\mathbf{C}_{2}(s)$ two controllers. This feedback loop is called a two-degree-of-freedom control loop. From Figure C. 2 control $\underline{u}(s)$ reads:

$$
\begin{equation*}
\underline{u}(s)=\mathbf{C}_{1}(s) \underline{r}(s)-\mathbf{C}_{2}(s) \underline{y}(s) \tag{C.164}
\end{equation*}
$$

The relation between the output $\underline{y}(s)$ and the reference input $\underline{r}(s)$ reads:

$$
\begin{align*}
& \underline{y}(s)=\mathbf{F}(s) \underline{u}(s)=\mathbf{F}(s)\left(\mathbf{C}_{1}(s) \underline{r}(s)-\mathbf{C}_{2}(s) \underline{y}(s)\right) \\
& \Rightarrow\left(\mathbb{I}+\mathbf{F}(s) \mathbf{C}_{2}(s)\right) \underline{y}(s)=\mathbf{F}(s) \mathbf{C}_{1}(s) \underline{r}(s)  \tag{C.165}\\
& \Leftrightarrow \underline{y}(s)=\left(\mathbb{I}+\mathbf{F}(s) \underline{\mathbf{C}_{2}}(s)\right)^{-1} \mathbf{F}(s) \mathbf{C}_{1}(s) \underline{r}(s)
\end{align*}
$$

Thus the closed loop transfer function $\mathbf{G}(s)$ reads as follows:

$$
\begin{equation*}
\mathbf{G}(s)=\left(\mathbb{I}+\mathbf{F}(s) \mathbf{C}_{2}(s)\right)^{-1} \mathbf{F}(s) \mathbf{C}_{1}(s) \tag{C.166}
\end{equation*}
$$

Now as in section C.2.1, plant transfer function $\mathbf{F}(s)$ and controllers transfer function $\mathbf{C}_{1}(s)$ and $\mathbf{C}_{2}(s)$ are written as follows, where $\mathbf{C}_{S_{1}}(s)$ and $\mathbf{C}_{S_{1}}(s)$ are quasi-diagonal transfer functions:

$$
\mathbf{F}(s)=\mathbf{V}^{-1}(s) \mathbf{F}_{S}(s) \mathbf{W}^{-1}(s) \Rightarrow\left\{\begin{array}{l}
\mathbf{C}_{1}(s)=\mathbf{W}(s) \mathbf{C}_{S_{1}}(s) \mathbf{V}(s)  \tag{C.167}\\
\mathbf{C}_{2}(s)=\mathbf{W}(s) \mathbf{C}_{S_{2}}(s) \mathbf{V}(s)
\end{array}\right.
$$

Then the closed-loop transfer matrix $\mathbf{G}(s)$ becomes:

$$
\begin{align*}
\mathbf{G}(s) & =\mathbf{V}^{-1}(s)\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S_{2}}(s)\right)^{-1} \mathbf{F}_{S}(s) \mathbf{C}_{S_{1}}(s) \mathbf{V}(s) \\
& :=\mathbf{V}^{-1}(s) \mathbf{G}_{S}(s) \mathbf{V}(s)  \tag{C.168}\\
\text { where } \mathbf{G}_{S}(s) & =\left(\mathbb{I}+\mathbf{F}_{S}(s) \mathbf{C}_{S_{2}}(s)\right)^{-1} \mathbf{F}_{S}(s) \mathbf{C}_{S_{1}}(s)
\end{align*}
$$

The equivalent two-degree-of-freedom control loop using the Smith-McMillan form $\mathbf{F}_{S}(s)$ of plant $\mathbf{F}(s)$ is shown in the bottom of Figure C.2. The connection between $\mathbf{C}_{i}(s)$ and $\mathbf{C}_{S_{i}}(s)$ is obtained through the square unimodular polynomial matrices $\mathbf{V}(s)$ and $\mathbf{W}(s)$ :

## C. 3 Matrix polynomials and solvents of $\lambda$-matrices

## C.3.1 Latent roots and latent vectors

We present hereafter some results provided by Yaici \& al. ${ }^{10}$. Let's consider the following $r$-degree, $m$ th order monic matrix polynomials $\mathbf{D}(\lambda)$ where $\lambda$ is a complex number and $\mathbf{D}_{i} \in \mathbb{R}^{m \times m}$ :

$$
\begin{equation*}
\mathbf{D}(\lambda)=\mathbb{I}_{m} \lambda^{r}+\mathbf{D}_{r-1} \lambda^{r-1}+\cdots+\mathbf{D}_{1} \lambda+\mathbf{D}_{0} \tag{C.169}
\end{equation*}
$$

A latent root $\lambda_{i}$ of $\mathbf{D}$ is a complex number satisfying:

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{D}\left(\lambda_{i}\right)\right)=0 \tag{C.170}
\end{equation*}
$$

Matrix polynomials $\mathbf{D}(\lambda)$ has at most $m \times r$ latent roots. In the following we will assume that matrix polynomials $\mathbf{D}(\lambda)$ has exactly $m \times r$ latent roots $\left\{\lambda_{1}, \cdots, \lambda_{m \times r}\right\}$, including multiplicity.

A right latent vector corresponding to $\lambda_{i}$ is a vector $\underline{v}_{i} \in \mathbb{R}^{m \times 1}$ belonging to the kernel of $\mathbf{D}\left(\lambda_{i}\right)$ :

$$
\begin{equation*}
\mathbf{D}\left(\lambda_{i}\right) \underline{v}_{i}=\underline{0} \tag{C.171}
\end{equation*}
$$

Similarly, a left latent vector is a row vector $\underline{w}_{i} \in \mathbb{R}^{m \times 1}$ belonging to the kernel of $\mathbf{D}\left(\lambda_{i}\right)^{T}$ :

$$
\begin{equation*}
\mathbf{D}\left(\lambda_{i}\right)^{T} \underline{w}_{i}=\underline{0} \Leftrightarrow \underline{w}_{i}^{T} \mathbf{D}\left(\lambda_{i}\right)=\underline{0}^{T} \tag{C.172}
\end{equation*}
$$

## C.3.2 Right and left solvents

A right solvent of $\mathbf{D}(\lambda)$ is a square matrix $\mathbf{R} \in \mathbb{R}^{m \times m}$ satisfying:

$$
\begin{equation*}
\mathbf{R}^{r}+\mathbf{D}_{r-1} \mathbf{R}^{r-1}+\cdots+\mathbf{D}_{1} \mathbf{R}+\mathbf{D}_{0}=\mathbf{0}_{m \times m} \tag{C.173}
\end{equation*}
$$

Similarly, a left solvent of $\mathbf{D}(\lambda)$ is a square matrix $\mathbf{L} \in \mathbb{R}^{m \times m}$ satisfying:

$$
\begin{equation*}
\mathbf{L}^{r}+\mathbf{L}^{r-1} \mathbf{D}_{r-1}+\cdots+\mathbf{L D}_{1}+\mathbf{D}_{0}=\mathbf{0}_{m \times m} \tag{C.174}
\end{equation*}
$$

Assume that $\mathbf{D}(\lambda)$ have $m$ linearly independent right latent vectors $\left\{\underline{v}_{1}, \underline{v}_{2}, \cdots, \underline{v}_{m}\right\}$ and $m$ linearly independent left latent vectors $\left\{\underline{w}_{1}, \underline{w}_{2}, \cdots, \underline{w}_{m}\right\}$ corresponding to latent roots $\left\{\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}\right\}$. Let $\mathbf{V}$ be the $m \times m$ matrix whose columns are the $m$ linearly independent right latent

[^67]vectors $\underline{v}_{i}$ and $\mathbf{W}$ its inverse whose rows are the $m$ linearly independent left latent vectors $\underline{w}_{i}$ :
\[

\left\{$$
\begin{array}{c}
\mathbf{V}=\left[\begin{array}{lll}
\underline{v}_{1} & \underline{v}_{2} & \cdots \\
\underline{v}_{m}
\end{array}\right]  \tag{C.175}\\
\mathbf{W}:=\mathbf{V}^{-1}=\left[\begin{array}{c}
\underline{w}_{1}^{T} \\
\underline{w}_{2}^{T} \\
\vdots \\
\underline{w}_{m}^{T}
\end{array}\right]
\end{array}
$$\right.
\]

Then the following $m \times m$ matrices $\mathbf{R}$ and $\mathbf{L}$ are right and left solvents of $\mathbf{D}(\lambda)$, respectively:

$$
\left\{\begin{array}{l}
\mathbf{R}=\mathbf{V} \operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{m}\right) \mathbf{V}^{-1}  \tag{C.176}\\
\mathbf{L}=\mathbf{W}^{-1} \operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{m}\right) \mathbf{W}
\end{array} \quad \text { where } \operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{m}\right):=\left[\begin{array}{lll}
\lambda_{1} & & \\
& \ddots & \\
& & \lambda_{m}
\end{array}\right]\right.
$$

It can be shown that:

- Solvents of $\lambda$-matrices $\mathbf{D}(\lambda)$ do not always exist.
- If $\mathbf{R}$ is a right solvent of $\mathbf{D}(\lambda)$ then there exists a $\lambda$-matrix $\mathbf{Q}(\lambda)$ of degree $r-1$ such that $\mathbf{D}(\lambda)=\mathbf{Q}(\lambda)\left(\lambda \mathbb{I}_{m}-\mathbf{R}\right)$.
- If $\mathbf{L}$ is a left solvent of $\mathbf{D}(\lambda)$ then there exists a $\lambda$-matrix $\mathbf{S}(\lambda)$ of degree $r-1$ such that $\mathbf{D}(\lambda)=\left(\lambda \mathbb{I}_{m}-\mathbf{L}\right) \mathbf{S}(\lambda)$.
- Generalized right or left eigenvectors of a right or left solvent are the generalized latent vectors of $\mathbf{D}(\lambda)$.


## C.3.3 Block Vandermonde matrices

Let split the set of $m \times r$ latent roots, including multiplicity, of $\mathbf{D}(\lambda)$ into $r$ sets corresponding to $m$ latent roots. For each set of $m$ latent roots, let $\mathbf{R}_{i}, i=$ $1, \cdots, r$ and $\mathbf{L}_{i}, i=1, \cdots, r$ be right and left solvents of $\mathbf{D}(\lambda)$, respectively. We denote $\lambda\left(\mathbf{R}_{i}\right)$ the set of eigenvalues of right solvent $\mathbf{R}_{i}$ and $\lambda\left(\mathbf{L}_{i}\right)$ the set of eigenvalues of left solvent $\mathbf{L}_{i}$. A complete set of right solvents and left solvents is obtained if we can find $r$ right solvents and $r$ left solvents such that:

$$
\left\{\begin{array}{l}
\bigcup_{i=1}^{r} \lambda\left(\mathbf{R}_{i}\right)=\left\{\lambda_{1}, \cdots, \lambda_{m \times r}\right\}  \tag{C.177}\\
\bigcup_{i=1}^{r} \lambda\left(\mathbf{L}_{i}\right)=\left\{\lambda_{1}, \cdots, \lambda_{m \times r}\right\}
\end{array}\right.
$$

Furthermore the following block Vandermonde matrices $\mathbf{V}_{R}$ and $\mathbf{V}_{L}$ are
non-singulars:

$$
\left\{\begin{align*}
\mathbf{V}_{R}= & {\left[\begin{array}{cccc}
\mathbb{I}_{m} & \mathbb{I}_{m} & \cdots & \mathbb{I}_{m} \\
\mathbf{R}_{1} & \mathbf{R}_{2} & \cdots & \mathbf{R}_{r} \\
\vdots & \vdots & & \vdots \\
\mathbf{R}_{1}^{r-1} & \mathbf{R}_{2}^{r-1} & \cdots & \mathbf{R}_{r}^{r-1}
\end{array}\right] }  \tag{C.178}\\
\mathbf{V}_{L}= & {\left[\begin{array}{cccc}
\mathbb{I}_{m} & \mathbf{L}_{1} & \cdots & \mathbf{L}_{1}^{r-1} \\
\mathbb{I}_{m} & \mathbf{L}_{2} & \cdots & \mathbf{L}_{2}^{r-1} \\
\vdots & \vdots & & \vdots \\
\mathbb{I}_{m} & \mathbf{L}_{r} & \cdots & \mathbf{L}_{r}^{r-1}
\end{array}\right] }
\end{align*}\right.
$$

## C.3.4 Modal form based on right solvents

Now consider the following linear time invariant realization with $m$ inputs and poutputs:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}=\mathbf{A} \underline{x}+\mathbf{B} \underline{u}  \tag{C.179}\\
\underline{y}=\mathbf{C} \underline{x}
\end{array}\right.
$$

The corresponding state space equation in block controller form is the following:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \\
& =\left(\mathbf{N}_{r-1} s^{-1}+\cdots+\mathbf{N}_{1} s+\mathbf{N}_{0}\right)\left(\mathbb{I}_{m} s^{r}+\mathbf{D}_{r-1} s^{r-1}+\cdots+\mathbf{D}_{1} s+\mathbf{D}_{0}\right)^{-1} \\
& =\mathbf{C}_{c}\left(s \mathbb{I}-\mathbf{A}_{c}\right)^{-1} \mathbf{B}_{c}:=\left(\begin{array}{c|c}
\mathbf{A}_{c} & \mathbf{B}_{c} \\
\hline \mathbf{C}_{c} & \mathbf{0}_{p \times m}
\end{array}\right) \tag{C.180}
\end{align*}
$$

where:

$$
\left\{\begin{align*}
\mathbf{A}_{c} & =\left[\begin{array}{ccccc}
\mathbf{0}_{m} & \mathbb{I}_{m} & \mathbf{0}_{m} & \cdots & \mathbf{0}_{m} \\
\mathbf{0}_{m} & \mathbf{0}_{m} & \mathbb{I}_{m} & \cdots & \vdots \\
& & & \ddots & \\
& & & & \mathbb{I}_{m} \\
-\mathbf{D}_{0} & -\mathbf{D}_{1} & \cdots & & -\mathbf{D}_{r-1}
\end{array}\right]  \tag{C.181}\\
\mathbf{B}_{c} & =\left[\begin{array}{c}
\mathbf{0}_{m} \\
\vdots \\
\mathbf{0}_{m} \\
\mathbb{I}_{m}
\end{array}\right] \\
& \\
& \\
\mathbf{N}_{c} & =\left[\begin{array}{llll}
\mathbf{N}_{0} & \mathbf{N}_{1} & \cdots & \mathbf{N}_{r-1}
\end{array}\right]
\end{align*}\right.
$$

Using the transformation $\underline{x}_{m}=\mathbf{V}_{R} \underline{x}_{c}$ where $\mathbf{V}_{R}$ is a non-singular right block Vandermonde matrix, we get the following modal form based on a complete set
of right solvents:
$\left\{\begin{array}{l}\dot{\underline{x}}_{m}=\mathbf{A}_{m} \underline{x}_{m}+\mathbf{B}_{m} \underline{u} \\ \underline{y}=\mathbf{C}_{m} \underline{\underline{x}}\end{array} \quad\right.$ where $\left\{\begin{array}{l}\mathbf{A}_{m}=\mathbf{V}_{R}^{-1} \mathbf{A}_{c} \mathbf{V}_{R}=\left[\begin{array}{llll}\mathbf{R}_{1} & \mathbf{0}_{m} & \cdots & \\ \mathbf{0}_{m} & \mathbf{R}_{2} & \mathbf{0}_{m} & \cdots \\ & \ddots & \ddots & \ddots \\ & \mathbf{0}_{m} & \mathbf{0}_{m} & \cdots \\ & & \mathbf{R}_{r}\end{array}\right] \\ \mathbf{B}_{m}=\mathbf{V}_{R}^{-1} \mathbf{B}_{c} \\ \mathbf{C}_{m}=\mathbf{C}_{c} \mathbf{V}_{R}\end{array}\right.$
It is worth noticing that:

- The state matrix $\mathbf{A}_{m}$ is block diagonal.
- Input matrix $\mathbf{B}_{m}$ is the last block column of $\mathbf{V}_{R}^{-1}$.
- The $i^{\text {th }}$ block column of $\mathbf{C}_{m}$ is $\mathbf{C}_{m_{i}}=\mathbf{N}_{0}+\mathbf{N}_{1} \mathbf{R}_{i}+\mathbf{N}_{2} \mathbf{R}_{i}^{2}+\cdots+\mathbf{N}_{r-1} \mathbf{R}_{i}^{r-1}$.

This leads to the following block partial fraction expansion of $\mathbf{F}(s)$ where $\mathbf{B}_{m_{i}}$ is $i^{t h}$ block row of $\mathbf{B}_{m}$ :

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}_{m}\left(s \mathbb{I}-\mathbf{A}_{m}\right)^{-1} \mathbf{B}_{m}=\sum_{i=1}^{r} \mathbf{C}_{m_{i}}\left(s \mathbb{I}_{m}-\mathbf{R}_{i}\right)^{-1} \mathbf{B}_{m_{i}} \tag{C.183}
\end{equation*}
$$

## C.3.5 Modal form based on left solvents

Similarly, the state space equation in block observer form is the following:

$$
\begin{align*}
\mathbf{F}(s) & =\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B} \\
& =\left(\mathbb{I}_{m} s^{r}+\mathbf{D}_{r-1} s^{r-1}+\cdots+\mathbf{D}_{1} s+\mathbf{D}_{0}\right)^{-1}\left(\mathbf{N}_{r-1} s^{r-1}+\cdots+\mathbf{N}_{1} s+\mathbf{N}_{0}\right) \\
& =\mathbf{C}_{o}\left(s \mathbb{I}-\mathbf{A}_{o}\right)^{-1} \mathbf{B}_{o}:=\left(\begin{array}{c|c}
\mathbf{A}_{o} & \mathbf{B}_{o} \\
\hline \mathbf{C}_{o} & \mathbf{0}_{p \times m}
\end{array}\right) \tag{C.184}
\end{align*}
$$

where:

Using the transformation $\underline{x}_{m}=\mathbf{V}_{L}^{-1} \underline{x}_{o}$ where $\mathbf{V}_{L}$ is a non-singular left block Vandermonde matrix, we get the following modal form based on a complete set
of left solvents:
$\left\{\begin{array}{l}\underline{\underline{x}}_{m}=\mathbf{A}_{m} \underline{x}_{m}+\mathbf{B}_{m} \underline{u} \\ \underline{y}=\mathbf{C}_{m} \underline{x}\end{array}\right.$ where $\left\{\begin{array}{l}\mathbf{A}_{m}=\mathbf{V}_{L} \mathbf{A}_{o} \mathbf{V}_{L}^{-1}=\left[\begin{array}{cccc}\mathbf{L}_{1} & \mathbf{0}_{m} & \cdots & \\ \mathbf{0}_{m} & \mathbf{L}_{2} & \mathbf{0}_{m} & \cdots \\ & \ddots & \ddots & \ddots \\ \mathbf{0}_{m} & \mathbf{0}_{m} & \cdots & \mathbf{L}_{r}\end{array}\right] \\ \mathbf{B}_{m}=\mathbf{V}_{L} \mathbf{B}_{o} \\ \mathbf{C}_{m}=\mathbf{C}_{o} \mathbf{V}_{L}^{-1}\end{array}\right.$
It is worth noticing that:

- The state matrix $\mathbf{A}_{m}$ is block diagonal.
- Output matrix $\mathbf{C}_{m}$ is the last block row of $\mathbf{V}_{L}^{-1}$.
- The $i^{\text {th }}$ block row of $\mathbf{B}_{m}$ is $\mathbf{B}_{m_{i}}=\mathbf{N}_{0}+\mathbf{L}_{i} \mathbf{N}_{1}+\mathbf{L}_{i}^{2} \mathbf{N}_{2}+\cdots+\mathbf{L}_{i}^{r-1} \mathbf{N}_{r-1}$.

This leads to the following block partial fraction expansion of $\mathbf{F}(s)$ where $\mathbf{C}_{m_{i}}$ is $i^{\text {th }}$ block column of $\mathbf{C}_{m}$ :

$$
\begin{equation*}
\mathbf{F}(s)=\mathbf{C}_{m}\left(s \mathbb{I}-\mathbf{A}_{m}\right)^{-1} \mathbf{B}_{m}=\sum_{i=1}^{r} \mathbf{C}_{m_{i}}\left(s \mathbb{I}_{m}-\mathbf{L}_{i}\right)^{-1} \mathbf{B}_{m_{i}} \tag{C.187}
\end{equation*}
$$

## Appendix D

## Singular perturbations and hierarchical control

## D. 1 Block triangular and block-diagonal forms

## D.1.1 Block triangular form

Let's consider the following dynamical system arbitrarily partitioned as follows:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\dot{x}_{1} \\
\underline{x}_{2}
\end{array}\right]=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}:=\left[\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{B}_{2}
\end{array}\right] \underline{u}}  \tag{D.1}\\
\underline{y}=\mathbf{C} \underline{x}(t):=\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]
\end{array}\right.
$$

The preceding state space representation can be transformed into the following block triangular form ${ }^{1}$ :

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\underline{\underline{x}}_{1} \\
\underline{\underline{x}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{A}_{12} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{f}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B}_{1} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}}  \tag{D.2}\\
\underline{y}=\left[\begin{array}{ll}
\mathbf{C}_{s} & \mathbf{C}_{2}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{f}
\end{array}\right]
\end{array}\right.
$$

Where:

$$
\left\{\begin{array}{l}
\mathbf{A}_{s}=\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{L}  \tag{D.3}\\
\mathbf{A}_{f}=\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}
\end{array}\right.
$$

and:

$$
\left\{\begin{array}{l}
\mathbf{B}_{f}=\mathbf{L B}_{1}+\mathbf{B}_{2}  \tag{D.4}\\
\mathbf{C}_{s}=\mathbf{C}_{1}-\mathbf{C}_{2} \mathbf{L}
\end{array}\right.
$$

Matrix $\mathbf{L}$ is a solution of the following non-symmetric algebraic Riccati equation:

$$
\begin{equation*}
\mathbf{L} \mathbf{A}_{11}-\mathbf{A}_{22} \mathbf{L}-\mathbf{L} \mathbf{A}_{12} \mathbf{L}+\mathbf{A}_{21}=\mathbf{0} \tag{D.5}
\end{equation*}
$$

[^68]The corresponding similarity transformation is the following:

$$
\left[\begin{array}{l}
\underline{x}_{1}  \tag{D.6}\\
\underline{x}_{2}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{L} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{f}
\end{array}\right] \Leftrightarrow\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{f}
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{I} & \mathbf{0} \\
\mathbf{L} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]
$$

It is worth noticing that the following relation holds as soon as square matrices $\mathbf{P}_{11}$ and $\mathbf{P}_{22}$ are invertible:

$$
\left[\begin{array}{cc}
\mathbf{P}_{11} & \mathbf{0} \\
\mathbf{P}_{21} & \mathbf{P}_{22}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
\mathbf{P}_{11}^{-1} & \mathbf{0} \\
-\mathbf{P}_{22}^{-1} \mathbf{P}_{21} \mathbf{P}_{11}^{-1} & \mathbf{P}_{22}^{-1}
\end{array}\right]
$$

## D.1.2 Block-diagonal form

The block-diagonal form is obtained by introducing an additional similarity transformation:

$$
\left[\begin{array}{l}
\underline{x}_{1}  \tag{D.7}\\
\underline{x}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & \mathbf{M} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right] \Leftrightarrow\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & -\mathbf{M} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{f}
\end{array}\right]
$$

We finally get the similarity transformation to the block-diagonal form:

$$
\left[\begin{array}{l}
\underline{x}_{1}  \tag{D.8}\\
\underline{x}_{2}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{L} & \mathbb{I}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I} & \mathbf{M} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & \mathbf{M} \\
-\mathbf{L} & \mathbb{I}-\mathbf{L M}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]
$$

Conversely:

$$
\left[\begin{array}{l}
\underline{x}_{s}  \tag{D.9}\\
\underline{x}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & -\mathbf{M} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{ll}
\mathbb{I} & \mathbf{0} \\
\mathbf{L} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I}-\mathbf{M L} & -\mathbf{M} \\
\mathbf{L} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]
$$

The preceding similarity transformation leads to the following block-diagonal form:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\dot{x}_{s} \\
\underline{\dot{x}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}}  \tag{D.10}\\
\underline{y}=\left[\begin{array}{ll}
\mathbf{C}_{s} & \mathbf{C}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]
\end{array}\right.
$$

where:

$$
\begin{align*}
& \left\{\begin{array} { l } 
{ [ \begin{array} { c c } 
{ \mathbf { A } _ { s } } & { \mathbf { 0 } } \\
{ \mathbf { 0 } } & { \mathbf { A } _ { f } }
\end{array} ] = \mathbf { P } ^ { - 1 } [ \begin{array} { l l } 
{ \mathbf { A } _ { 1 1 } } & { \mathbf { A } _ { 1 2 } } \\
{ \mathbf { A } _ { 2 1 } } & { \mathbf { A } _ { 2 2 } }
\end{array} ] \mathbf { P } } \\
{ [ \begin{array} { l } 
{ \mathbf { B } _ { s } } \\
{ \mathbf { B } _ { f } }
\end{array} ] = \mathbf { P } ^ { - 1 } [ \begin{array} { l } 
{ \mathbf { B } _ { 1 } } \\
{ \mathbf { B } _ { 2 } }
\end{array} ] } \\
{ [ \mathbf { C } _ { s } } \\
{ \mathbf { C } _ { f } ] = [ \mathbf { C } _ { 1 } \mathbf { C } _ { 2 } ] \mathbf { P } }
\end{array} \left\{\begin{array} { l } 
{ \mathbf { P } = [ \begin{array} { c c } 
{ \mathbb { I } } & { \mathbf { M } } \\
{ - \mathbf { L } } & { \mathbb { I } - \mathbf { L M } }
\end{array} ] } \\
{ \mathbf { P } ^ { - 1 } = [ \begin{array} { l l } 
{ \mathbb { I } - \mathbf { M L } } & { - \mathbf { M } } \\
{ \mathbf { L } } & { \mathbb { I } }
\end{array} ] } \\
{ }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\mathbf{A}_{s}=(\mathbb{I}-\mathbf{M L}) \mathbf{A}_{11}-\mathbf{M} \mathbf{A}_{21}+\left(\mathbf{M} \mathbf{A}_{22}+(\mathbf{M L}-\mathbb{I}) \mathbf{A}_{12}\right) \mathbf{L} \\
\mathbf{A}_{f}=\left(\mathbf{A}_{21}+\mathbf{L} \mathbf{A}_{11}\right) \mathbf{M}+\left(\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}\right)(\mathbb{I}-\mathbf{L M}) \\
\mathbf{B}_{s}=\mathbf{B}_{1}-\mathbf{M} \mathbf{B}_{f}=\mathbf{B}_{1}-\mathbf{M}\left(\mathbf{L} \mathbf{B}_{1}+\mathbf{B}_{2}\right) \\
\mathbf{C}_{f}=\mathbf{C}_{s} \mathbf{M}+\mathbf{C}_{2}=\left(\mathbf{C}_{1}-\mathbf{C}_{2} \mathbf{L}\right) \mathbf{M}+\mathbf{C}_{2}
\end{array}\right.\right.\right.
\end{align*}
$$

Matrices $\mathbf{B}_{f}$ and $\mathbf{C}_{s}$ are still given by (D.4). Matrix $\mathbf{L}$ is still a solution of the non-symmetric algebraic Riccati equation (D.5). Thus matrices $\mathbf{A}_{s}$ and $\mathbf{A}_{f}$ simplify as follows:

$$
\begin{align*}
\mathbf{A}_{s} & =(\mathbb{I}-\mathbf{M L}) \mathbf{A}_{11}-\mathbf{M} \mathbf{A}_{21}+\left(\mathbf{M} \mathbf{A}_{22}+(\mathbf{M L}-\mathbb{I}) \mathbf{A}_{12}\right) \mathbf{L} \\
& =\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{L}-\mathbf{M}\left(\mathbf{L} \mathbf{A}_{11}+\mathbf{A}_{21}-\mathbf{A}_{22} \mathbf{L}-\mathbf{L} \mathbf{A}_{12} \mathbf{L}\right) \\
& =\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{L} \\
\mathbf{A}_{f} & =\left(\mathbf{A}_{21}+\mathbf{L} \mathbf{A}_{11}\right) \mathbf{M}+\left(\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}\right)(\mathbb{I}-\mathbf{L M})  \tag{D.12}\\
& =\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}+\left(\mathbf{A}_{21}+\mathbf{L} \mathbf{A}_{11}-\mathbf{A}_{22} \mathbf{L}-\mathbf{L} \mathbf{A}_{12} \mathbf{L}\right) \mathbf{M} \\
& =\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}
\end{align*}
$$

Finally matrix $\mathbf{M}$ is a solution of the following Sylvester equation:

$$
\begin{align*}
\mathbf{0} & =\left((\mathbb{I}-\mathbf{M L}) \mathbf{A}_{11}-\mathbf{M A}_{21}\right) \mathbf{M}+\left(\mathbf{M} \mathbf{A}_{22}+(\mathbf{M L}-\mathbb{I}) \mathbf{A}_{12}\right)(\mathbf{L M}-\mathbb{I}) \\
& =\left((\mathbb{I}-\mathbf{M L}) \mathbf{A}_{11}-\mathbf{M A}_{21}+\left(\mathbf{M A}_{22}+(\mathbf{M L}-\mathbb{I}) \mathbf{A}_{12}\right) \mathbf{L}\right) \mathbf{M} \\
& \quad-\mathbf{M}\left(\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}\right)+\mathbf{A}_{12} \\
& =\left(\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{L}\right) \mathbf{M}-\mathbf{M}\left(\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}\right)+\mathbf{A}_{12} \tag{D.13}
\end{align*}
$$

To summarize, we finally achieve the following block-diagonal form:

$$
\left\{\begin{array}{r}
{\left[\begin{array}{c}
{\left[\begin{array}{l}
\dot{x}_{s} \\
\underline{x}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{L} & \mathbf{0} \\
0 & \mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]} \\
+\left[\begin{array}{c}
\mathbf{B}_{1}-\mathbf{M}\left(\mathbf{L} \mathbf{B}_{1}+\mathbf{B}_{2}\right) \\
\mathbf{L B} \mathbf{B}_{1}+\mathbf{B}_{2}
\end{array}\right] \underline{u} \\
\underline{y}=\left[\begin{array}{ll}
\mathbf{C}_{1}-\mathbf{C}_{2} \mathbf{L} & \left.\left(\mathbf{C}_{1}-\mathbf{C}_{2} \mathbf{L}\right) \mathbf{M}+\mathbf{C}_{2}\right]
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]
\end{array}\right.}  \tag{D.14}\\
\hline
\end{array}\right.
$$

where matrices $\mathbf{L}$ and $\mathbf{M}$ solve the following equations:

$$
\left\{\begin{array}{l}
\mathbf{L} \mathbf{A}_{11}-\mathbf{A}_{22} \mathbf{L}-\mathbf{L} \mathbf{A}_{12} \mathbf{L}+\mathbf{A}_{21}=\mathbf{0}  \tag{D.15}\\
\left(\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{L}\right) \mathbf{M}-\mathbf{M}\left(\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12}\right)+\mathbf{A}_{12}=\mathbf{0}
\end{array}\right.
$$

It is useful to note that $\mathbf{L}=\mathbf{0}$ when $\mathbf{A}_{21}=\mathbf{0}$ and $\mathbf{M}=\mathbf{0}$ when $\mathbf{A}_{12}=\mathbf{0}$.

## D.1.3 Similarity transformation

In order to get matrices $\mathbf{L}$ and $\mathbf{M}$, let $\chi_{A}(s)$ be the characteristic polynomial of matrix A:

$$
\chi_{A}(s):=\operatorname{det}(s \mathbb{I}-\mathbf{A})=\operatorname{det}\left(s \mathbb{I}-\left[\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12}  \tag{D.16}\\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right]\right)
$$

Let the $n$ roots of $\chi_{A}(s)$ be split into two sets: the first set contains $n_{s}$ roots, $\lambda_{1}, \cdots, \lambda_{n_{s}}$, which are dedicated to the roots of the characteristic polynomial of $\mathbf{A}_{s}$, whereas the second set contains $n-n_{s}$ roots, which are dedicated to the roots of the characteristic polynomial of $\mathbf{A}_{f}$. Then we can write:

$$
\begin{equation*}
\chi_{A}(s)=\chi_{A_{f}}(s) \chi_{A_{s}}(s) \tag{D.17}
\end{equation*}
$$

Assuming that polynomials $\chi_{A_{s}}(s)$ and $\chi_{A_{f}}(s)$ are coprime (no common root), $\left(n-n_{s}\right) \times n_{s}$ matrix $\mathbf{L}$ and $n_{s} \times\left(n-n_{s}\right)$ matrix $\mathbf{M}$ can be obtained as follows ${ }^{1}$ :

$$
\left\{\begin{array}{l}
\mathbf{L}=-\mathbf{T} \mathbf{S}^{-1}  \tag{D.18}\\
\mathbf{M}=\mathbf{U}(\mathbf{V}+\mathbf{L} \mathbf{U})^{-1}
\end{array}\right.
$$

Matrices $\mathbf{S}, \mathbf{T}, \mathbf{U}$ and $\mathbf{V}$ belongs to the nullspace (or Kernel) of $\chi_{A_{s}}(\mathbf{A})$ and $\chi_{A_{f}}(\mathbf{A})$ respectively (notice that in the characteristic polynomial the scalar variable $s$ has been replaced by the $n \times n$ state matrix $\mathbf{A}$ ), each nullspace being partitioned appropriately:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\mathbf{S} \\
\mathbf{T}
\end{array}\right]=\operatorname{ker}\left(\chi_{A_{s}}(\mathbf{A})\right)}  \tag{D.19}\\
{\left[\begin{array}{l}
\mathbf{U} \\
\mathbf{V}
\end{array}\right]=\operatorname{ker}\left(\chi_{A_{f}}(\mathbf{A})\right)}
\end{array}\right.
$$

Furthermore the similarity transformation to the block-diagonal form reads as follows ${ }^{1}$ :

$$
\left[\begin{array}{l}
\underline{x}_{1}  \tag{D.20}\\
\underline{x}_{2}
\end{array}\right]:=\mathbf{P}\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]
$$

Where:

$$
\mathbf{P}:=\left[\begin{array}{cc}
\mathbb{I} & \mathbf{M}  \tag{D.21}\\
-\mathbf{L} & \mathbb{I}-\mathbf{L M}
\end{array}\right]=\left[\left[\begin{array}{c}
\mathbf{S} \\
\mathbf{T}
\end{array}\right] \mathbf{S}^{-1}:\left[\begin{array}{c}
\mathbf{U} \\
\mathbf{V}
\end{array}\right](\mathbf{V}+\mathbf{L U})^{-1}\right]
$$

Let $n_{s}$ be the size of state vector $\underline{x}_{s}$ and $n_{f}$ be the size of state vector $\underline{x}_{f}$. Then $\mathbf{L}$ is an $n_{f} \times n_{s}$ matrix whereas $\mathbf{M}$ is an $n_{s} \times n_{f}$ matrix.

## D. 2 Two-stage design for eigenvalue placement of block-diagonal systems

We consider hereafter the following block-diagonal state space representation (D.14) of a system:

$$
\left[\begin{array}{c}
\underline{\dot{x}}_{s}  \tag{D.22}\\
\underline{\dot{x}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{A}_{s}=\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{L}  \tag{D.23}\\
\mathbf{A}_{f}=\mathbf{A}_{22}+\mathbf{L} \mathbf{A}_{12} \\
\mathbf{B}_{s}=\mathbf{B}_{1}-\mathbf{M}\left(\mathbf{L} \mathbf{B}_{1}+\mathbf{B}_{2}\right) \\
\mathbf{B}_{f}=\mathbf{L} \mathbf{B}_{1}+\mathbf{B}_{2}
\end{array}\right.
$$

The block diagram representation corresponding to this block diagonal state space representation is shown in Figure D.1.

Following Phillips ${ }^{2}$, the steps of the design dedicated to eigenvalue placement are the following:
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Figure D.1: Block diagram representation of a block diagonal system

- In the first stage of the design a state feedback gain $\mathbf{K}_{f}$ is set to place the eigenvalues of $\mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}$ at desired location:

$$
\begin{align*}
\underline{u}=\underline{u}_{s} & -\left[\begin{array}{ll}
\mathbf{0} & \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{c}
\dot{x}_{s} \\
\underline{\dot{x}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & -\mathbf{B}_{s} \mathbf{K}_{f} \\
\mathbf{0} & \mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{c}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}_{s} \tag{D.24}
\end{align*}
$$

- Then transformation (D.9) is applied where it is worth noticing that $\widetilde{\mathbf{L}}=\mathbf{0}$ because the block at location $(2,1)$ in the closed-loop state matrix is zero:

$$
\left[\begin{array}{c}
\underline{x}_{s}  \tag{D.25}\\
\underline{x}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & \widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{c}
\widetilde{\widetilde{x}}_{s} \\
\underline{\widetilde{x}}_{f}
\end{array}\right] \Leftrightarrow\left[\begin{array}{c}
\widetilde{\underline{x}}_{s} \\
\underline{\widetilde{x}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & -\widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]
$$

We get:

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{\tilde{x}}_{s} \\
\dot{\tilde{\tilde{x}}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I} & -\widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{A}_{s} & -\mathbf{B}_{s} \mathbf{K}_{f} \\
\mathbf{0} & \mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I} & \widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{c}
\widetilde{\widetilde{x}}_{s} \\
\widetilde{\widetilde{x}}_{f}
\end{array}\right]} \\
& +\left[\begin{array}{cc}
\mathbb{I} & -\widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}_{s} \\
& =\left[\begin{array}{cc}
\mathbb{I} & -\widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{A}_{s} \widetilde{\mathbf{M}}-\mathbf{B}_{s} \mathbf{K}_{f} \\
\mathbf{0} & \mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{c}
\widetilde{\widetilde{x}}_{s} \\
\widetilde{\widetilde{x}}_{f}
\end{array}\right] \\
& +\left[\begin{array}{c}
\mathbf{B}_{s}-\widetilde{\mathbf{M}} \mathbf{B}_{f} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}_{s} \\
& =\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{A}_{s} \widetilde{\mathbf{M}}-\widetilde{\mathbf{M}}\left(\mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}\right)-\mathbf{B}_{s} \mathbf{K}_{f} \\
\mathbf{0} & \mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{c}
\widetilde{\widetilde{x}}_{s} \\
\widetilde{\widetilde{x}}_{f}
\end{array}\right] \\
& +\left[\begin{array}{c}
\mathbf{B}_{s}-\widetilde{\mathbf{M}} \mathbf{B}_{f} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}_{s} \tag{D.26}
\end{align*}
$$

Matrix $\widetilde{\mathbf{M}}$ is then defined as a solution of the following Lyapunov equation, as seen in (D.15):

$$
\begin{equation*}
\mathbf{A}_{s} \widetilde{\mathbf{M}}-\widetilde{\mathbf{M}}\left(\mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}\right)-\mathbf{B}_{s} \mathbf{K}_{f}=\mathbf{0} \tag{D.27}
\end{equation*}
$$

We finally get, using (D.27):

$$
\left[\begin{array}{c}
\dot{\tilde{x}}_{s}  \tag{D.28}\\
\underline{\dot{\tilde{x}}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{c}
\widetilde{\widetilde{x}}_{s} \\
\underline{\tilde{x}}_{f}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{s}-\widetilde{\mathbf{M}} \mathbf{B}_{f} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}_{s}
$$

- Then in the second stage of the design a state feedback gain $\mathbf{K}_{s}$ is set to place the eigenvalues of $\mathbf{A}_{s}-\left(\mathbf{B}_{s}-\widetilde{\mathbf{M}} \mathbf{B}_{f}\right) \mathbf{K}_{s}$ at desired location:

$$
\begin{align*}
& \underline{u}_{s}=\underline{r}-\left[\begin{array}{ll}
\mathbf{K}_{s} & 0
\end{array}\right]\left[\begin{array}{l}
\widetilde{\underline{x}}_{s} \\
\underline{\underline{\widehat{x}}}_{f}
\end{array}\right] \\
& \Rightarrow\left[\begin{array}{c}
\dot{\tilde{x}}_{s} \\
\underline{\tilde{\tilde{x}}}_{f}
\end{array}\right]=\mathbf{A}_{c l}\left[\begin{array}{c}
\widetilde{\underline{x}}_{s} \\
\underline{\tilde{x}}_{f}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{s}-\widetilde{\mathbf{M}} \mathbf{B}_{f} \\
\mathbf{B}_{f}
\end{array}\right] \underline{r} \tag{D.29}
\end{align*}
$$

where:

$$
\begin{align*}
\widetilde{\mathbf{A}}_{c l} & =\left[\begin{array}{cc}
\mathbf{A}_{s}-\left(\mathbf{B}_{s}-\widetilde{\mathbf{M}} \mathbf{B}_{f}\right) \mathbf{K}_{s} & \mathbf{0} \\
-\mathbf{B}_{f} \mathbf{K}_{s} & \mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}
\end{array}\right]  \tag{D.30}\\
& =\left[\begin{array}{cc}
\mathbf{A}_{s}-\mathbf{B}_{s} \mathbf{K}_{s}+\widetilde{\mathbf{M}} \mathbf{B}_{f} \mathbf{K}_{s} & \mathbf{0} \\
-\mathbf{B}_{f} \mathbf{K}_{s} & \mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}
\end{array}\right]
\end{align*}
$$

The preceding relation indicates that the closed-loop eigenvalues are obtained by the union of two sets: the set of the fast closed-loop eigenvalues $\lambda\left(\mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}\right)$ and the set of the slow closed-loop eigenvalues $\lambda\left(\mathbf{A}_{s}-\mathbf{B}_{s} \mathbf{K}_{s}+\widetilde{\mathbf{M}} \mathbf{B}_{f} \mathbf{K}_{s}\right)$ :

$$
\begin{equation*}
\lambda\left(\widetilde{\mathbf{A}}_{c l}\right)=\lambda\left(\mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}\right) \cup \lambda\left(\mathbf{A}_{s}-\mathbf{B}_{s} \mathbf{K}_{s}+\widetilde{\mathbf{M}} \mathbf{B}_{f} \mathbf{K}_{s}\right) \tag{D.31}
\end{equation*}
$$

- The control law is finally obtained by taking into account the control obtained during the first stage into the control obtained during the first stage. Using (D.9) we get the control $\mathbf{K}$ corresponding to state vector $\left[\begin{array}{ll}\underline{x}_{1}^{T} & \underline{x}_{2}^{T}\end{array}\right]^{T}:$

$$
\begin{align*}
\underline{u} & =\underline{u}_{s}-\left[\begin{array}{ll}
\mathbf{0} & \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right] \\
& =\underline{r}-\left[\begin{array}{ll}
\mathbf{K}_{s} & \mathbf{0}
\end{array}\right]\left[\begin{array}{ll}
\underline{\underline{x}}_{s} \\
\underline{\underline{x}}_{f}
\end{array}\right]-\left[\begin{array}{ll}
\mathbf{0} & \mathbf{K}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right] \\
& =\underline{r}-\left(\left[\begin{array}{ll}
\mathbf{K}_{s} & \mathbf{0}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I} & -\widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]+\left[\begin{array}{ll}
\mathbf{0} & \mathbf{K}_{f}
\end{array}\right]\right)\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]  \tag{D.32}\\
& =\underline{r}-\left[\begin{array}{ll}
\mathbf{K}_{s} & \mathbf{K}_{f}-\mathbf{K}_{s} \widetilde{\mathbf{M}}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right] \\
& =\underline{r}-\left[\begin{array}{ll}
\mathbf{K}_{s} & \left.\mathbf{K}_{f}-\mathbf{K}_{s} \widetilde{\mathbf{M}}\right]
\end{array}\right] \mathbf{P}^{-1}\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right] \\
& :=\underline{r}-\mathbf{K}\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]
\end{align*}
$$

where:

$$
\begin{align*}
\mathbf{K} & =\left[\begin{array}{ll}
\mathbf{K}_{s} & \mathbf{K}_{f}-\mathbf{K}_{s} \widetilde{\mathbf{M}}
\end{array}\right] \mathbf{P}^{-1} \\
& =\left[\begin{array}{lll}
\mathbf{K}_{s} & \mathbf{K}_{f}-\mathbf{K}_{s} \widetilde{\mathbf{M}}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I}-\mathbf{M L} & -\mathbf{M} \\
\mathbf{L} & \mathbb{I}
\end{array}\right] \\
& =\left[\begin{array}{lll}
\mathbf{K}_{s}(\mathbb{I}-\mathbf{M L})+\left(\mathbf{K}_{f}-\mathbf{K}_{s} \widetilde{\mathbf{M}}\right) \mathbf{L} & -\mathbf{K}_{s} \mathbf{M}+\mathbf{K}_{f}-\mathbf{K}_{s} \widetilde{\mathbf{M}}
\end{array}\right] \tag{D.33}
\end{align*}
$$

According to (D.30) and (D.9), the closed-loop state matrix $\mathbf{A}_{c l}$ corresponding to state vector $\left[\begin{array}{ll}x_{1}^{T} & \underline{x}_{2}^{T}\end{array}\right]^{T}$ reads $\mathbf{A}_{c l}=\widetilde{\mathbf{P}}^{-1} \widetilde{\mathbf{A}}_{c l} \widetilde{\mathbf{P}}$ where matrix $\widetilde{\mathbf{P}}$ is defined as follows:

$$
\begin{align*}
{\left[\begin{array}{l}
\underline{\widetilde{x}}_{s} \\
\underline{\underline{x}}_{f}
\end{array}\right] } & =\left[\begin{array}{cc}
\mathbb{I} & -\widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbb{I} & -\widetilde{\mathbf{M}} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I}-\mathbf{M L} & -\mathbf{M} \\
\mathbf{L} & \mathbb{I}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
\mathbb{I}-(\mathbf{M}+\widetilde{\mathbf{M}}) \mathbf{L} & -(\mathbf{M}+\widetilde{\mathbf{M}}) \\
\mathbf{L}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
\underline{x}_{2}
\end{array}\right]  \tag{D.34}\\
& :=\widetilde{\mathbf{P}}\left[\begin{array}{l}
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]
\end{align*}
$$

Example D.1. We consider the following state space representation, which models the linearized longitudinal dynamics at a trimmed flight condition of a jet liner. In the following, $V_{p}$ stands for the true airspeed, $\alpha$ the angle of attack, $\theta$ the pitch angle, $q$ the pitch rate and $\delta_{e}$ the elevator deflection:

$$
\frac{d}{d t}\left[\begin{array}{c}
V_{p}  \tag{D.35}\\
\alpha \\
\theta \\
q
\end{array}\right]=\mathbf{A}\left[\begin{array}{c}
V_{p} \\
\alpha \\
\theta \\
q
\end{array}\right]+\mathbf{B} \delta_{e}
$$

Where:

$$
\left\{\begin{align*}
\mathbf{A} & =\left[\begin{array}{cccc}
-1.4900 \times 10^{-2} & 5.8649 & -9.8059 & -6.8000 \times 10^{-2} \\
-3.0000 \times 10^{-4} & -1.5863 & 0.0000 & 9.7250 \times 10^{-1} \\
0.0000 & 0.0000 & 0.0000 & 1.0000 \\
0.0000 & -4.9799 & 0.0000 & -2.2514
\end{array}\right]  \tag{D.36}\\
\mathbf{B} & =\left[\begin{array}{c}
-0.7137 \\
-0.2886 \\
0 . \\
-23.6403
\end{array}\right]
\end{align*}\right.
$$

The eigenvalues of $\mathbf{A}$ are $\left\{\lambda_{f}, \bar{\lambda}_{f}=-1.919 \pm 2.176 j\right\}$, which are the fast eigenvalues, and $\left\{\lambda_{s}, \bar{\lambda}_{s}=-7.293 \times 10^{-3} \pm 4.108 \times 10^{-2} j\right\}$, which are the slow eigenvalues.

The block-diagonal form of (D.36) is obtained with the similarity transformation $\mathbf{P}$ defined in (D.21):

$$
\mathbf{P}=\left[\begin{array}{cccc}
1.000 & 0.000 & 2.809 \times 10^{-4} & -3.420 \times 10^{-1}  \tag{D.37}\\
0.000 & 1.000 & 8.122 \times 10^{-6} & 2.900 \times 10^{-5} \\
-9.857 & -1.228 \times 10^{5} & 1.549 \times 10^{-4} & -1.885 \times 10^{-1} \\
-7.671 \times 10^{-3} & -9.776 \times 10^{1} & -7.962 \times 10^{-4} & 9.998 \times 10^{-1}
\end{array}\right]
$$

We get:

$$
\left\{\begin{align*}
\mathbf{A}_{f} & =\left[\begin{array}{ll}
-96.657765 & 119379.91 \\
-0.0752234 & 92.819752
\end{array}\right]  \tag{D.38}\\
\mathbf{B}_{f} & =\left[\begin{array}{cc}
-35434.23 \\
-51.859333
\end{array}\right] \\
\mathbf{A}_{s} & =\left[\begin{array}{cc}
96.643387 & 1203739.2 \\
-0.0077603 & -96.657974
\end{array}\right] \\
\mathbf{B}_{s} & =\left[\begin{array}{c}
-8.4969422 \\
0.0007172
\end{array}\right]
\end{align*}\right.
$$

Assume that we wish to achieve the following closed-loop eigenvalues:

$$
\left\{\begin{array}{l}
\lambda_{c l f}, \bar{\lambda}_{c l f}=-1 \pm j  \tag{D.39}\\
\lambda_{c l s}, \bar{\lambda}_{c l s}=-0.01 \pm 0.01 j
\end{array}\right.
$$

It is worth noticing that the choice of the closed-loop eigenvalues maintain the distinction between the slow and the fast modes.

Then state feedback gains $\mathbf{K}_{f}$ and $\mathbf{K}_{s}$ are set as follows:

- State feedback gain $\mathbf{K}_{f}$ is set such that the eigenvalues of $\mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}$ are equal to $\left\{\lambda_{c l f}, \bar{\lambda}_{c l f}\right\}$. This leads to the following value of $\mathbf{K}_{f}$ :

$$
\mathbf{K}_{f}=\left[\begin{array}{ll}
-5.914 \times 10^{-5} & 7.585 \times 10^{-2} \tag{D.40}
\end{array}\right]
$$

- Matrix $\widetilde{\mathbf{M}}$ is then defined as the solution of Lyapunov equation (D.27). We get:

$$
\begin{align*}
& \widetilde{\mathbf{M}}\left(\mathbf{A}_{f}-\mathbf{B}_{f} \mathbf{K}_{f}\right)-\mathbf{A}_{s} \widetilde{\mathbf{M}}+\mathbf{B}_{s} \mathbf{K}_{f}=\mathbf{0} \\
& \Rightarrow \widetilde{\mathbf{M}}=\left[\begin{array}{cc}
4.255 \times 10^{-3} & -5.301 \\
-3.454 \times 10^{-7} & 4.304 \times 10^{-4}
\end{array}\right] \tag{D.41}
\end{align*}
$$

- In the second stage, state feedback gain $\mathbf{K}_{s}$ is set such that the eigenvalues of $\mathbf{A}_{s}-\left(\mathbf{B}_{s}-\widetilde{\mathbf{M}} \mathbf{B}_{f}\right) \mathbf{K}_{s}$ are equal to $\left\{\lambda_{\text {cls }}, \bar{\lambda}_{c l s}\right\}$. This leads to the following value of $\mathbf{K}_{s}$ :

$$
\mathbf{K}_{s}=\left[\begin{array}{ll}
2.291 \times 10^{-3} & 2.865 \times 10^{1} \tag{D.42}
\end{array}\right]
$$

State feedback gain $\mathbf{K}$ for the actual system is finally obtained according to (D.33):

$$
\begin{align*}
\mathbf{K} & =\left[\begin{array}{llll}
\mathbf{K}_{s} & \mathbf{K}_{f}-\mathbf{K}_{s} \widetilde{\mathbf{M}}
\end{array}\right] \mathbf{P}^{-1} \\
& =\left[\begin{array}{llll}
-1.011 \times 10^{-5} & 1.559 \times 10^{-1} & -2.923 \times 10^{-4} & 7.562 \times 10^{-2}
\end{array}\right] \tag{D.43}
\end{align*}
$$

We check that the eigenvalues of $\mathbf{A}-\mathbf{B K}$ of the whole system are exactly the expected eigenvalues $\left\{\lambda_{c l f}, \bar{\lambda}_{c l f}, \lambda_{\text {cls }}, \bar{\lambda}_{c l s}\right\}$.

## D. 3 Singularly perturbed system

## D.3.1 Linear system

Dynamical system (D.1) is assumed to be stable. Let $\chi_{A}(s)$ be the characteristic polynomial of state matrix $\mathbf{A}$ and $\lambda\left(\chi_{A}(s)\right)$ the roots of $\chi_{A}(s)$. Then dynamical system (D.1) is said to be singularly perturbed if $\chi_{A}(s)$ can be split as follows:

$$
\begin{gather*}
\chi_{A}(s)=\chi_{A_{f}}(s) \chi_{A_{s}}(s) \\
\text { where } \max \left(\operatorname{Re}\left(\lambda\left(\chi_{A_{f}}(s)\right)\right)\right) \ll \min \left(\operatorname{Re}\left(\lambda\left(\chi_{A_{s}}(s)\right)\right)\right)<0 \tag{D.44}
\end{gather*}
$$

Small number $\epsilon$ is related to the value of $n_{s}$ which delimits the border between the slow and the fast modes.

Let $\epsilon \geq 0$ be a small number which may be defined as follows:

$$
\begin{equation*}
\epsilon=\frac{\min \left(\operatorname{Re}\left(\lambda\left(\chi_{A_{s}}(s)\right)\right)\right)}{\max \left(\operatorname{Re}\left(\lambda\left(\chi_{A_{f}}(s)\right)\right)\right)} \approx 0 \tag{D.45}
\end{equation*}
$$

Alternatively, $\epsilon$ may be defined as the minimum of $\frac{\left|\lambda_{n_{s}}\right|}{\left|\lambda_{n_{s}+1}\right|}$, assuming that the real part of the eigenvalues $\lambda_{i}$ of the open loop state matrix $\mathbf{A}$ are sorted in a descending manner.

Let $\mathbf{A}$ be a state matrix. The corresponding state vector can re-ordered using the following permutation matrix $\mathbf{T}$ where $\underline{e}_{i}^{T}$ is an elementary row vector whose $i^{\text {th }}$ entry is 1 :

$$
\mathbf{T}=\left[\begin{array}{c}
\underline{e}_{r_{1}}^{T}  \tag{D.46}\\
\vdots \\
e_{r_{n s}}^{T} \\
\underline{e}_{r_{n s+1}}^{T} \\
\vdots \\
\underline{e}_{r_{n}}^{T}
\end{array}\right] \quad \text { where } \quad \underline{e}_{i}^{T}=[0, \cdots, 0, \underbrace{1}_{i^{\text {th }} \text { column }}, 0, \cdots, 0]
$$

Since $\mathbf{T}$ is a permutation matrix we have $\mathbf{T}^{-1}=\mathbf{T}^{T}$. Assume that $\underline{\widetilde{x}}=\mathbf{T} \underline{x}$ corresponds to the following state space representation where $\epsilon \geq 0$ is a small number, $\widetilde{\mathbf{A}}_{11}$ is an $n_{s} \times n_{s}$ matrix and $\widetilde{\mathbf{A}}_{22}$ is an $\left(n-n_{s}\right) \times\left(n-n_{s}\right)$ matrix:

$$
\underline{\widetilde{x}}=\mathbf{T} \underline{x} \Rightarrow\left\{\begin{array}{l}
\dot{\tilde{x}}=\mathbf{T A T}^{T} \underline{\widetilde{x}}+\mathbf{T B} \underline{u}:=\left[\begin{array}{cc}
\widetilde{\mathbf{A}}_{11} & \widetilde{\mathbf{A}}_{12} \\
\frac{\widetilde{\mathbf{A}}_{21}}{\epsilon} & \frac{\mathbf{A}_{22}}{\epsilon}
\end{array}\right] \underline{\widetilde{x}}+\left[\begin{array}{c}
\widetilde{\mathbf{B}}_{1} \\
\frac{\widetilde{\mathbf{B}}_{2}}{\epsilon}
\end{array}\right] \underline{u}  \tag{D.47}\\
\underline{y}=\left[\begin{array}{ll}
\mathbf{C}_{1} & \mathbf{C}_{2}
\end{array}\right] \mathbf{T}^{T} \underline{\underline{x}}:=\left[\begin{array}{ll}
\widetilde{\mathbf{C}}_{1} & \widetilde{\mathbf{C}}_{2}
\end{array}\right] \underline{\underline{x}} \\
\end{array}\right.
$$

Following Khalil ${ }^{3}$, the system possesses a two-time scale property if the eigenvalues of $\widetilde{\mathbf{A}}$ can then be approximated as follows:

$$
\lambda(\widetilde{\mathbf{A}}):=\lambda\left(\left[\begin{array}{cc}
\widetilde{\mathbf{A}}_{11} & \widetilde{\mathbf{A}}_{12}  \tag{D.48}\\
\frac{\widetilde{\mathbf{A}}_{21}}{\epsilon} & \frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}
\end{array}\right]\right) \approx \lambda\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right) \cup \lambda\left(\widetilde{\mathbf{A}}_{0}\right)
$$

where, assuming that matrix $\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}$ is invertible:

$$
\begin{equation*}
\widetilde{\mathbf{A}}_{0}=\widetilde{\mathbf{A}}_{11}-\widetilde{\mathbf{A}}_{12}\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1} \frac{\widetilde{\mathbf{A}}_{21}}{\epsilon}=\widetilde{\mathbf{A}}_{11}-\widetilde{\mathbf{A}}_{12} \widetilde{\mathbf{A}}_{22}^{-1} \widetilde{\mathbf{A}}_{21} \tag{D.49}
\end{equation*}
$$

The core of this result is the Schur's formula, which is stated hereafter:

$$
\operatorname{det}\left(\left[\begin{array}{ll}
\mathbf{X}_{11} & \mathbf{X}_{12}  \tag{D.50}\\
\mathbf{X}_{21} & \mathbf{X}_{22}
\end{array}\right]\right)=\operatorname{det}\left(\mathbf{X}_{22}\right) \operatorname{det}\left(\mathbf{X}_{11}-\mathbf{X}_{12} \mathbf{X}_{22}^{-1} \mathbf{X}_{21}\right)
$$

The Schur's formula applied to the closed-loop state matrix $\mathbf{A}_{c l}$ reads:

$$
\begin{align*}
& \operatorname{det}\left(\left[\begin{array}{cc}
s \mathbb{I}-\widetilde{\mathbf{A}}_{11} & -\widetilde{\mathbf{A}}_{12} \\
-\frac{\widetilde{\mathbf{A}}_{21}}{\epsilon} & s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}
\end{array}\right]\right) \\
& \quad=\operatorname{det}\left(s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right) \operatorname{det}\left(s \mathbb{I}-\widetilde{\mathbf{A}}_{11}-\widetilde{\mathbf{A}}_{12}\left(s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1} \frac{\widetilde{\mathbf{A}}_{21}}{\epsilon}\right) \tag{D.51}
\end{align*}
$$

When $\epsilon \rightarrow 0$, we can write $s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon} \underbrace{\approx}_{\epsilon \rightarrow 0}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}$. Then result (D.48) is obtained as follows:

$$
\begin{align*}
\operatorname{det} & \left(\left[\begin{array}{cc}
s \mathbb{I}-\widetilde{\mathbf{A}}_{11} & \widetilde{\mathbf{A}}_{12} \\
\frac{\widetilde{\mathbf{A}}_{21}}{\epsilon} & s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}
\end{array}\right]\right) \\
& \approx \operatorname{det}\left(s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right) \operatorname{det}\left(s \mathbb{I}-\widetilde{\mathbf{A}}_{11}-\widetilde{\mathbf{A}}_{12}\left(-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1} \frac{\widetilde{\mathbf{A}}_{21}}{\epsilon}\right)  \tag{D.52}\\
& =\operatorname{det}\left(s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right) \operatorname{det}\left(s \mathbb{I}-\widetilde{\mathbf{A}}_{11}+\widetilde{\mathbf{A}}_{12} \widetilde{\mathbf{A}}_{22}^{-1} \widetilde{\mathbf{A}}_{21}\right) \\
& =\operatorname{det}\left(s \mathbb{I}-\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right) \operatorname{det}\left(s \mathbb{I}-\widetilde{\mathbf{A}}_{11}+\widetilde{\mathbf{A}}_{12}\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1} \frac{\widetilde{\mathbf{A}}_{21}}{\epsilon}\right)
\end{align*}
$$

This completes the proof.
Assuming that system possesses a two-time scale property and that $\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}$ is not singular, a recursive determination of $\mathbf{L}$ and $\mathbf{M}$ can be obtained from (D.15) as follows:

$$
\left\{\begin{array}{l}
\mathbf{L}_{k+1}=\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1}\left(\mathbf{L}_{k} \widetilde{\mathbf{A}}_{11}-\mathbf{L}_{k} \widetilde{\mathbf{A}}_{12} \mathbf{L}_{k}+\left(\frac{\widetilde{\mathbf{A}}_{21}}{\epsilon}\right)\right)  \tag{D.53}\\
\mathbf{M}_{k+1}=\left(\left(\widetilde{\mathbf{A}}_{11}-\widetilde{\mathbf{A}}_{12} \mathbf{L}\right) \mathbf{M}_{k}-\mathbf{M}_{k} \mathbf{L} \widetilde{\mathbf{A}}_{12}+\widetilde{\mathbf{A}}_{12}\right)\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1}
\end{array}\right.
$$

[^70]where:
\[

\left\{$$
\begin{array}{l}
\mathbf{L}_{0}=\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1} \frac{\widetilde{\mathbf{A}}_{21}}{\epsilon}=\widetilde{\mathbf{A}}_{22}^{-1} \widetilde{\mathbf{A}}_{21}  \tag{D.54}\\
\mathbf{M}_{0}=\widetilde{\mathbf{A}}_{12}\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right)^{-1}=\epsilon \widetilde{\mathbf{A}}_{12} \widetilde{\mathbf{A}}_{22}^{-1}
\end{array}
$$\right.
\]

Usually, matrices $\mathbf{L}_{0}$ and $\mathbf{M}_{0}$ are sufficient to approximate matrices $\mathbf{L}$ and $\mathbf{M}$, respectively ${ }^{4}$. Then the similarity transformation $\mathbf{P}$ defined in (D.21) can be approximated as follows:

$$
\left\{\begin{align*}
\mathbf{P} & =\left[\begin{array}{cc}
\mathbb{I} & \mathbf{M} \\
-\mathbf{L} & \mathbb{I}-\mathbf{L M}
\end{array}\right] \approx\left[\begin{array}{cc}
\mathbb{I} & \mathbf{0} \\
-\mathbf{L}_{0} & \mathbb{I}
\end{array}\right]  \tag{D.55}\\
\mathbf{P}^{-1} & =\left[\begin{array}{cc}
\mathbb{I}-\mathbf{M L} & -\mathbf{M} \\
\mathbf{L} & \mathbb{I}
\end{array}\right] \approx\left[\begin{array}{cc}
\mathbb{I} & -\mathbf{M}_{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]
\end{align*}\right.
$$

Consequently the block diagonal state space representation (D.10) can be approximated as follows where $\epsilon \geq 0$ is a small number:

The state equation equivalently reads as follows:

$$
\left[\begin{array}{c}
\dot{\underline{x}}_{s}  \tag{D.57}\\
\underline{\dot{x}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\widetilde{\mathbf{A}}_{s} & \mathbf{0} \\
\mathbf{0} & \widetilde{\mathbf{A}}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]+\left[\begin{array}{c}
\widetilde{\mathbf{B}}_{s} \\
\widetilde{\mathbf{B}}_{f}
\end{array}\right] \underline{u}
$$

where:

$$
\left\{\begin{array} { l } 
{ \widetilde { \mathbf { A } } _ { s } = \widetilde { \mathbf { A } } _ { 1 1 } - \widetilde { \mathbf { A } } _ { 1 2 } \mathbf { L } _ { 0 } }  \tag{D.58}\\
{ \widetilde { \mathbf { A } } _ { f } = \frac { \widetilde { \mathbf { A } } _ { 2 2 } } { \epsilon } }
\end{array} \text { and } \left\{\begin{array}{l}
\widetilde{\mathbf{B}}_{s}=\widetilde{\mathbf{B}}_{1}-\mathbf{M}_{0} \frac{\widetilde{\mathbf{B}}_{2}}{\epsilon} \\
\widetilde{\mathbf{B}}_{f}=\frac{\widetilde{\mathbf{B}}_{2}}{\epsilon}
\end{array}\right.\right.
$$

State vector $\underline{x}_{s}$ is related to the slow variables of the system whereas state vector $\underline{x}_{f}$ is related to the fast variables of the system and the two-time scale property (D.48) can be rewritten as follows:

$$
\left\{\begin{array}{l}
\lambda\left(s \mathbb{I}-\widetilde{\mathbf{A}}_{s}\right) \approx \lambda\left(\chi_{A_{s}}(s)\right)  \tag{D.59}\\
\lambda\left(s \mathbb{I}-\widetilde{\mathbf{A}}_{f}\right) \approx \lambda\left(\chi_{A_{f}}(s)\right)
\end{array}\right.
$$

The two-stage design method for eigenvalue placement presented in Section D. 2 can also be applied. Matrix $\widetilde{\mathbf{M}}$ defined in (D.27) is now approximated as follows:

$$
\begin{equation*}
\widetilde{\mathbf{M}} \approx-\widetilde{\mathbf{B}}_{s} \widetilde{\mathbf{K}}_{f}\left(\widetilde{\mathbf{A}}_{f}-\widetilde{\mathbf{B}}_{f} \widetilde{\mathbf{K}}_{f}\right)^{-1} \tag{D.60}
\end{equation*}
$$

[^71]Finally, the state feedback gain which achieves approximate eigenvalue placement of of $\widetilde{\mathbf{A}}-\widetilde{\mathbf{B}} \widetilde{\mathbf{K}}$ is obtained from (D.33) as follows:

$$
\begin{align*}
\widetilde{\mathbf{K}} & =\left[\begin{array}{ll}
\widetilde{\mathbf{K}}_{s} & \widetilde{\mathbf{K}}_{f}-\widetilde{\mathbf{K}}_{s} \widetilde{\mathbf{M}}
\end{array}\right] \mathbf{P}^{-1} \\
& =\left[\begin{array}{ll}
\widetilde{\mathbf{K}}_{s} & \widetilde{\mathbf{K}}_{f}-\widetilde{\mathbf{K}}_{s} \widetilde{\mathbf{M}}
\end{array}\right]\left[\begin{array}{cc}
\mathbb{I} & -\mathbf{M}_{0} \\
\mathbf{0} & \mathbb{I}
\end{array}\right]  \tag{D.61}\\
& =\left[\begin{array}{ll}
\widetilde{\mathbf{K}}_{s} & \widetilde{\mathbf{K}}_{f}-\widetilde{\mathbf{K}}_{s}\left(\widetilde{\mathbf{M}}+\mathbf{M}_{0}\right)
\end{array}\right]
\end{align*}
$$

The state feedback gain $\mathbf{K}$ corresponding to state vector $\underline{x}$ is then obtained as follows:

$$
\begin{equation*}
\mathbf{K}=\widetilde{\mathbf{K}} \mathbf{T} \tag{D.62}
\end{equation*}
$$

Example D.2. We consider example D. 1 where we can check that the two-time scale property (D.48) is satisfied with the following permutation matrix $\mathbf{T}$ :

$$
\mathbf{T}=\left[\begin{array}{llll}
0 & 0 & 1 & 0  \tag{D.63}\\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

Matrix $\mathbf{T}$ indicates that the third and the first components of the state vector are the slow variables, that are pitch angle $\theta$ and true airspeed $V_{p}$, whereas the fourth and the second components of the state vector are the fast variables, that are pitch rate $q$ and angle of attack $\alpha$.

We get:

$$
\widetilde{\mathbf{A}}=\mathbf{T A T}^{T}=\left[\begin{array}{cc:cc}
0.000 & 0.000 & 1.000 & 0.000  \tag{D.64}\\
\hdashline 9.806 & -1.490 \times 10^{-2} & -6.800 \times 10^{-2} & 5.865 \\
\hdashline 0.000 & 0.000 & -2.251^{-1} & -4.980 \\
0.000 & -3.000 \times 10^{-4} & 9.725 \times 10^{-1} & -1.586
\end{array}\right]
$$

And thus:

$$
\left\{\begin{array}{l}
\widetilde{\mathbf{A}}_{s}=\widetilde{\mathbf{A}}_{11}-\widetilde{\mathbf{A}}_{12} \mathbf{L}_{0}=\left[\begin{array}{cc}
0.000 & 1.776 \times 10^{-4} \\
-9.806 & -1.538 \times 10^{-2}
\end{array}\right] \\
\widetilde{\mathbf{A}}_{f}=\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}=\left[\begin{array}{cc}
-2.251 & -4.980 \\
9.725 \times 10^{-1} & -1.586
\end{array}\right]  \tag{D.65}\\
\widetilde{\mathbf{B}}_{s}=\widetilde{\mathbf{B}}_{1}-\mathbf{M}_{0} \frac{\widetilde{\mathbf{B}}_{2}}{\epsilon}=\left[\begin{array}{c}
-4.286 \\
-1.690 \times 10^{1}
\end{array}\right] \\
\widetilde{\mathbf{B}}_{f}=\frac{\widetilde{\mathbf{B}}_{2}}{\epsilon}=\left[\begin{array}{c}
-2.364 \times 10^{1} \\
-2.886 \times 10^{-1}
\end{array}\right]
\end{array}\right.
$$

We check that the two-time scale property (D.48) is satisfied. Indeed:

$$
\begin{equation*}
\lambda(\widetilde{\mathbf{A}})=\left\{-1.919 \pm 2.176 j, \quad-7.293 \times 10^{-3} \pm 4.108 \times 10^{-2} j\right\} \tag{D.66}
\end{equation*}
$$

and:

$$
\begin{align*}
\lambda\left(\frac{\widetilde{\mathbf{A}}_{22}}{\epsilon}\right) \cup \lambda\left(\widetilde{\mathbf{A}}_{0}\right) & =\{-1.919 \pm 2.175 j\} \\
& \approx \lambda(\widetilde{\mathbf{A}}) \tag{D.67}
\end{align*}
$$

Then state feedback gains $\widetilde{\mathbf{K}}_{f}$ and $\widetilde{\mathbf{K}}_{\text {s }}$ are then set as follows:

- State feedback gain $\widetilde{\mathbf{K}}_{f}$ is set such that the eigenvalues of $\widetilde{\mathbf{A}}_{f}-\widetilde{\mathbf{B}}_{f} \widetilde{\mathbf{K}}_{f}$ are equal to $\left\{\lambda_{\text {clf }}, \bar{\lambda}_{\text {clf }}\right\}$. This leads to the following value of $\widetilde{\mathbf{K}}_{f}$ :

$$
\widetilde{\mathbf{K}}_{f}=\left[\begin{array}{ll}
7.584 \times 10^{-2} & 1.556 \times 10^{-1} \tag{D.68}
\end{array}\right]
$$

- Matrix $\widetilde{\mathbf{M}}$ is then approximated by (D.60). We get:

$$
\widetilde{\mathbf{M}} \approx-\widetilde{\mathbf{B}}_{s} \widetilde{\mathbf{K}}_{f}\left(\widetilde{\mathbf{A}}_{f}-\widetilde{\mathbf{B}}_{f} \widetilde{\mathbf{K}}_{f}\right)^{-1}=\left[\begin{array}{cc}
-5.822 \times 10^{-1} & 5.836 \times 10^{-2}  \tag{D.69}\\
-2.295 & 2.301 \times 10^{-1}
\end{array}\right]
$$

- In the second stage, state feedback gain $\widetilde{\mathbf{K}}_{s}$ is set such that the eigenvalues of $\widetilde{\mathbf{A}}_{s}-\left(\widetilde{\mathbf{B}}_{s}-\widetilde{\mathbf{M}}_{f}\right) \widetilde{\mathbf{K}}_{s}$ are equal to $\left\{\lambda_{\text {cls }}, \bar{\lambda}_{\text {cls }}\right\}$. This leads to the following value of $\widetilde{\mathbf{K}}_{s}$ :

$$
\widetilde{\mathbf{K}}_{s}=\left[\begin{array}{ll}
-2.203 \times 10^{-4} & -9.077 \times 10^{-6} \tag{D.70}
\end{array}\right]
$$

State feedback gain $\widetilde{\mathbf{K}}$ for the actual system is finally obtained according to (D.61):

$$
\begin{align*}
\widetilde{\mathbf{K}} & =\left[\begin{array}{lll}
\widetilde{\mathbf{K}}_{s} & \widetilde{\mathbf{K}}_{f}-\widetilde{\mathbf{K}}_{s}\left(\widetilde{\mathbf{M}}+\mathbf{M}_{0}\right)
\end{array}\right]  \tag{D.71}\\
& =\left[\begin{array}{lll}
-2.203 \times 10^{-4} & -9.077 \times 10^{-6} & 7.564 \times 10^{-2} \\
1.558 \times 10^{-1}
\end{array}\right]
\end{align*}
$$

We check that the eigenvalues of $\widetilde{\mathbf{A}}-\widetilde{\mathbf{B}} \widetilde{\mathbf{K}}$ of the whole system are close to the expected eigenvalues $\left\{\lambda_{c l f}, \bar{\lambda}_{c l f}, \lambda_{c l s}, \bar{\lambda}_{c l s}\right\}$ :

$$
\begin{equation*}
\lambda(\widetilde{\mathbf{A}}-\widetilde{\mathbf{B}} \widetilde{\mathbf{K}})=\left\{-1.000 \pm 1.001 j, \quad-9.277 \times 10^{-3} \pm 1.675 \times 10^{-2} j\right\} \tag{D.72}
\end{equation*}
$$

The state feedback gain $\mathbf{K}$ corresponding to state vector $\underline{x}$ is then obtained as follows:

$$
\begin{align*}
\mathbf{K} & =\widetilde{\mathbf{K}} \mathbf{~} \\
& =\left[\begin{array}{llll}
-9.077 \times 10^{-6} & 1.558 \times 10^{-1} & -2.203 \times 10^{-4} & 7.564 \times 10^{-2}
\end{array}\right] \tag{D.73}
\end{align*}
$$

This state feedback gain has to be compared with state feedback gain obtained in (D.43) to achieve exact eigenvalue placement: the exact eigenvalue placement is achieved by manipulating a state vector of dimension 4 whereas the approximate eigenvalue placement is achieved by manipulating 2 state vectors of dimension 2 , which leads to simpler computations.

## D.3.2 Nonlinear system

Nonlinear singularly perturbed systems, also known as two-timescale systems, are described by ordinary differential equation of the form:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}_{s}=f\left(\underline{x}_{s}, \underline{x}_{f}, \epsilon\right)  \tag{D.74}\\
\underline{\epsilon}_{f}=g\left(\underline{x}_{s}, \underline{x}_{f}, \epsilon\right)
\end{array}\right.
$$

where $\underline{x}_{s} \in \mathbb{R}^{n_{s}}$ are the slow states, $\underline{x}_{f} \in \mathbb{R}^{n_{f}}$ the fast states, $0<\epsilon \ll 1$ is a small parameter responsible for the timescale separation between slow and fast dynamics, and $f$ and $g$ are smooth vector fields. For $\epsilon>0$ we can define a new time parameter $\tau=t / \epsilon$ and obtain an equivalent system to (D.74) of the form:

$$
\tau=\frac{t}{\epsilon} \Rightarrow\left\{\begin{array}{l}
\frac{d}{d \tau} \underline{x}_{s}=\epsilon f\left(\underline{x}_{s}, \underline{x}_{f}, \epsilon\right)  \tag{D.75}\\
\frac{d}{d \tau} \underline{x}_{f}=g\left(\underline{x}_{s}, \underline{x}_{f}, \epsilon\right)
\end{array}\right.
$$

In the study of slow-fast systems, two reduced subsystems are defined by taking the limit $\epsilon \rightarrow 0$ of (D.74) and (D.75). By doing so we obtain the DAE (Differential Algebraic Equation) and the Layer Equation, which read ${ }^{5}$ :

$$
\text { DAE: }\left\{\begin{array} { l } 
{ \dot { x } _ { s } = f ( \underline { x } _ { s } , \underline { x } _ { f } , 0 ) }  \tag{D.76}\\
{ \underline { 0 } = g ( \underline { x } _ { s } , \underline { x } _ { f } , 0 ) }
\end{array} \quad \text { Layer Equation: } \left\{\begin{array}{l}
\frac{d}{d \tau} \underline{x}_{s}=\underline{0} \\
\frac{d}{d \tau} \underline{x}_{f}=g\left(\underline{x}_{s}, \underline{x}_{f}, 0\right)
\end{array}\right.\right.
$$

The critical manifold $\mathcal{M}$ associated to the two-timescale systems (D.74) is defined as:

$$
\begin{equation*}
\mathcal{M}=\left\{\left(\underline{x}_{s e}, \underline{x}_{f e}\right) \in \mathbb{R}^{n_{s}+n_{f}} \mid g\left(\underline{x}_{s e}, \underline{x}_{f e}, 0\right)=\underline{0}\right\} \tag{D.77}
\end{equation*}
$$

Note that $\mathcal{M}$ is the phase-space of the DAE and the set of equilibrium points of the Layer Equation ${ }^{5}$. We say that $\mathcal{M}$ is Normally Hyperbolic if every point in $\mathcal{M}$ is a hyperbolic equilibrium point of the reduced dynamics $\frac{d}{d \tau} \underline{x}_{f}=$ $g\left(\underline{x}_{s}, \underline{x}_{f}, 0\right)$.

## D. 4 Two-frequency-scale transfer function

We consider hereafter the following block-diagonal state space representation (D.14) of a system:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\dot{\dot{x}}_{s} \\
\underline{\dot{x}}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}}  \tag{D.78}\\
\underline{y}=\left[\begin{array}{ll}
\mathbf{C}_{s} & \mathbf{C}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]
\end{array}\right.
$$

From this block-diagonal form we get the following transfer function of the system as follows:

$$
\begin{align*}
\mathbf{F}(s) & =\left[\begin{array}{ll}
\mathbf{C}_{s} & \mathbf{C}_{f}
\end{array}\right]\left(s \mathbb{I}-\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right]\right)^{-1}\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right]  \tag{D.79}\\
& =\mathbf{C}_{s}\left(s \mathbb{I}-\mathbf{A}_{s}\right)^{-1} \mathbf{B}_{s}+\mathbf{C}_{f}\left(s \mathbb{I}-\mathbf{A}_{f}\right)^{-1} \mathbf{B}_{f}
\end{align*}
$$

In the preceding relations we assume that the system is stable; in others words all the eigenvalues of matrices $\mathbf{A}_{s}$ and $\mathbf{A}_{f}$ have negative real part.

Furthermore, we will assume that matrix $\mathbf{A}_{s}$ contains the slow modes of the system (that are the eigenvalues which are the closest to zero) whereas matrix $\mathbf{A}_{f}$ contains the fast modes of the system (that are the eigenvalues which are

[^72]the most distant to zero). From a practical point of view, and assuming that the real part of the eigenvalues $\lambda_{i}$ of $\mathbf{A}$ are sorted in a descending manner, the value of $n_{s}$ which delimits the border between the slow and the fast modes can be obtained by finding the minimum of $\frac{\left|\lambda_{n_{s}}\right|}{\left|\lambda_{n_{s}+1}\right|}$.

The slow subsystem is obtained by setting $\underline{\underline{x}}_{f}=\underline{0}$ in (D.14). Physically, it means that the fast components of the state vector have achieved the equilibrium point well before the slow components of the state vector. We get from (D.14):

$$
\left\{\begin{array}{l}
\dot{\underline{x}}_{s}=\mathbf{A}_{s} \underline{x}_{s}+\mathbf{B}_{s} \underline{u}  \tag{D.80}\\
\underline{x}_{f}:=\underline{0}=\mathbf{A}_{f} \underline{x}_{f}+\mathbf{B}_{f} \underline{u} \\
\underline{y}=\mathbf{C}_{s} \underline{x}_{s}+\mathbf{C}_{f} \underline{x}_{f}
\end{array}\right.
$$

Assuming that $\mathbf{A}_{f}^{-1}$ exists, we get $\underline{x}_{f}=-\mathbf{A}_{f}^{-1} \mathbf{B}_{f} \underline{u}$. Thus the preceding relations reduce as follows:

$$
\underline{x}_{f}=-\mathbf{A}_{f}^{-1} \mathbf{B}_{f} \underline{u} \Rightarrow\left\{\begin{array}{l}
\dot{x}_{s}=\mathbf{A}_{s} \underline{x}_{s}+\mathbf{B}_{s} \underline{u}  \tag{D.81}\\
\underline{y}=\mathbf{C}_{s} \underline{x}_{s}-\mathbf{C}_{f} \mathbf{A}_{f}^{-1} \mathbf{B}_{f} \underline{u}
\end{array}\right.
$$

The transfer function of the slow dynamics $\mathbf{F}_{s}(s)$ is then obtained by taking the Laplace transform of the preceding relations, assuming no initial condition. We get:

$$
\begin{equation*}
\mathbf{F}_{s}(s)=\mathbf{C}_{s}\left(s \mathbb{I}-\mathbf{A}_{s}\right)^{-1} \mathbf{B}_{s}-\mathbf{C}_{f} \mathbf{A}_{f}^{-1} \mathbf{B}_{f} \tag{D.82}
\end{equation*}
$$

The fast subsystem is obtained by setting $\underline{x}_{s}=\underline{0}$ in (D.14). Physically, it means that the slow components of the state vector stay at the equilibrium point while the fast components of the state vector are changing. We get from (D.14):

$$
\left\{\begin{array}{l}
\dot{x}_{f}=\mathbf{A}_{f} \underline{x}_{f}+\mathbf{B}_{f} \underline{u}^{\underline{\dot{x}}_{s}}:=\underline{0} \Rightarrow \underline{y}=\mathbf{C}_{s} \underline{x}_{s}+\mathbf{C}_{f} \underline{x}_{f}:=\mathbf{C}_{f} \underline{x}_{f} \tag{D.83}
\end{array}\right.
$$

The transfer function of the fast dynamics $\mathbf{F}_{f}(s)$ is then obtained by taking the Laplace transform of the preceding relations, assuming no initial condition. We get:

$$
\begin{equation*}
\mathbf{F}_{f}(s)=\mathbf{C}_{f}\left(s \mathbb{I}-\mathbf{A}_{f}\right)^{-1} \mathbf{B}_{f} \tag{D.84}
\end{equation*}
$$

The so-called fast outputs are the outputs for which the Bode magnitude plot of $\mathbf{F}_{f}(s)$ and $\mathbf{F}(s)$ match for high frequencies. In the time domain, the impulse response of $\mathbf{F}_{f}(s)$ and $\mathbf{F}(s)$ match on the fast scale time.

Furthermore it can be noticed that the Bode magnitude and phase plots of $\mathbf{F}_{s}(s)$ and $\mathbf{F}(s)$ match pretty well for low frequencies, both for fast and for slow outputs.

Finally the following property holds:

$$
\begin{equation*}
\lim _{s \rightarrow \infty}\left(s \mathbb{I}-\mathbf{A}_{s}\right)^{-1}=\mathbf{0} \Rightarrow \mathbf{F}_{s}(\infty)=\mathbf{F}_{f}(0)=-\mathbf{C}_{f} \mathbf{A}_{f}^{-1} \mathbf{B}_{f} \tag{D.85}
\end{equation*}
$$

Example D.3. We use again example D.1. Figure D. 2 shows the Bode magnitude plot and the impulse response of the fast outputs, that are $\alpha$ and $q$ : it can be seen that the Bode magnitude plot of $\mathbf{F}_{f}(s)$ and $\mathbf{F}(s)$ match for high


Figure D.2: Bode magnitude plot and impulse response of fast outputs


Figure D.3: Bode magnitude plot and impulse response of slow outputs


Figure D.4: Block diagonal system in the Laplace domain
frequencies. In the time domain, the impulse response of $\mathbf{F}_{f}(s)$ and $\mathbf{F}(s)$ match on the fast scale time (here 5 seconds).

On the other hand, Figure D. 3 shows the Bode magnitude plot and the impulse response of the slow outputs, that are $V_{p}$ and $\theta$ : contrary to the fast outputs, the high frequencies Bode magnitude plot of $\mathbf{F}_{f}(s)$ and $\mathbf{F}(s)$ do not match for high frequencies. The mismatch is also clear between the impulse response of $\mathbf{F}_{f}(s)$ and $\mathbf{F}(s)$ on the fast scale time (here 5 seconds).

Furthermore it can be noticed that the Bode magnitude and phase plots of $\mathbf{F}_{s}(s)$ and $\mathbf{F}(s)$ match pretty well for low frequencies, both for fast and for slow outputs.

## D. 5 Hierarchical output feedback of singularly perturbed system

We consider hereafter the following block-diagonal state space representation (D.14) of a system:

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\underline{\dot{x}}_{s} \\
\dot{x}_{f}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]+\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right] \underline{u}}  \tag{D.86}\\
{\left[\begin{array}{l}
\underline{y}_{s} \\
\underline{y}_{f}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{C}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{C}_{f}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]}
\end{array}\right.
$$

where:

- $\underline{x}_{s}(t)$ represents the slow components of the state vector;
- $\underline{x}_{f}(t)$ represents fast components of the state vector;
- $\underline{y}_{s}(t)$ is a slow output vector;
- $\underline{y}_{f}(t)$ is a fast output vector.

Let $\mathbf{F}(s)$ be the transfer function of the plant:

$$
\left[\begin{array}{l}
\underline{Y}_{s}(s)  \tag{D.87}\\
\underline{Y}_{f}(s)
\end{array}\right]=\mathbf{F}(s) \underline{U}(s)
$$



Figure D.5: Hierarchical output feedback of a singularly perturbed system


Figure D.6: Control of the fast subsystem

The transfer function $\mathbf{F}(s)$ expands as follows:

$$
\begin{align*}
\mathbf{F}(s) & =\left[\begin{array}{cc}
\mathbf{C}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{C}_{f}
\end{array}\right]\left(s \mathbb{I}-\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right]\right)^{-1}\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right]  \tag{D.88}\\
& =\left[\begin{array}{cc}
\mathbf{C}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbf{C}_{f}
\end{array}\right]\left[\begin{array}{cc}
\left(s \mathbb{I}-\mathbf{A}_{s}\right)^{-1} & \mathbf{0} \\
\mathbf{0} & \left(s \mathbb{I}-\mathbf{A}_{f}\right)^{-1}
\end{array}\right]\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right]
\end{align*}
$$

We finally get:

$$
\left[\begin{array}{c}
\underline{Y}_{s}(s)  \tag{D.89}\\
\underline{Y}_{f}(s)
\end{array}\right]=\left[\begin{array}{c}
\mathbf{C}_{s} \boldsymbol{\Phi}_{s}(s) \mathbf{B}_{s} \\
\mathbf{C}_{f} \boldsymbol{\Phi}_{f}(s) \mathbf{B}_{f}
\end{array}\right] \underline{U}(s)
$$

where:

$$
\left\{\begin{array}{l}
\mathbf{\Phi}_{s}(s)=\left(s \mathbb{I}-\mathbf{A}_{s}\right)^{-1}  \tag{D.90}\\
\mathbf{\Phi}_{f}(s)=\left(s \mathbb{I}-\mathbf{A}_{f}\right)^{-1}
\end{array}\right.
$$

The corresponding block diagram representation is shown in Figure D. 4 where transfer function $\mathbf{C}_{f} \boldsymbol{\Phi}_{f}(s) \mathbf{B}_{f}$ corresponds to the fast subsystem whereas transfer function $\mathbf{C}_{s} \boldsymbol{\Phi}_{s}(s) \mathbf{B}_{s}$ corresponds to the slow subsystem.

The hierarchical output feedback of a singularly perturbed system is shown in Figure D. 5 and uses results presented in Section D.4. It consists in splitting the control into two control loops:


Figure D.7: Control of the slow subsystem

- In the first stage, the fast subsystem is first controlled through the fast controller $C_{f}(s)$ as shown in Figure D.6.
- In the second stage, the slow subsystem is then controlled through the slow controller $C_{s}(s)$ as shown in Figure D.7. The fast controller $C_{f}(s)$ is replaced by its low frequency approximation $C_{f}(0)$ as well as transfer function $\mathbf{C}_{f} \boldsymbol{\Phi}_{f}(s) \mathbf{B}_{f}$, which is replaced by its low frequency approximation $\mathbf{C}_{f} \boldsymbol{\Phi}_{f}(0) \mathbf{B}_{f}$. Following Figure D.7, the open loop transfer function between $Y_{s}(s)$ and $U_{s}(s)$ reads:

$$
\begin{align*}
U(s) & =U_{s}(s)-C_{f}(s) \mathbf{C}_{f} \boldsymbol{\Phi}_{f}(s) \mathbf{B}_{f} U(s) \\
\Rightarrow U(s) & =\left(\mathbb{I}+C_{f}(s) \mathbf{C}_{f} \boldsymbol{\Phi}_{f}(s) \mathbf{B}_{f}\right)^{-1} U_{s}(s) \\
& \approx\left(\mathbb{I}+C_{f}(0) \mathbf{C}_{f} \boldsymbol{\Phi}_{f}(0) \mathbf{B}_{f}\right)^{-1} U_{s}(s)  \tag{D.91}\\
\Rightarrow Y_{s}(s) & =\mathbf{C}_{s} \boldsymbol{\Phi}_{s}(s) \mathbf{B}_{s} U(s) \\
& \approx \mathbf{C}_{s} \boldsymbol{\Phi}_{s}(s) \mathbf{B}_{s}\left(\mathbb{I}+C_{f}(0) \mathbf{C}_{f} \boldsymbol{\Phi}_{f}(0) \mathbf{B}_{f}\right)^{-1} U_{s}(s)
\end{align*}
$$

Thus, in the SISO case all is working as if transfer function $\mathbf{C}_{s} \boldsymbol{\Phi}_{s}(s) \mathbf{B}_{s}$ is feedback with static gain $C_{f}(0) \mathbf{C}_{f} \boldsymbol{\Phi}_{f}(0) \mathbf{B}_{f}$, as shown in Figure D. 8

A similar approach can be applied when the fast controller $C_{f}(s)$ and the slow controller $C_{s}(s)$ are placed in the direct path rather than the feedback path.

## D. 6 Weierstrass decomposition and descriptor system

If $\operatorname{det}(s \mathbf{E}-\mathbf{A})=c \prod_{i=1}^{r_{E}}\left(s-\lambda_{i}\right)$, where $c \neq 0$ is a constant and where $\mathbf{E}$ and $\mathbf{A}$ are $n \times n$ square matrices, and if $\lambda \in \mathbb{C}$ is such that $\lambda \mathbf{E}-\mathbf{A}$ is non-singular,


Figure D.8: Equivalent control of the slow subsystem
than it can be shown that ${ }^{6}$ :

$$
\begin{gather*}
\operatorname{det}(s \mathbf{E}-\mathbf{A})=c \prod_{i=1}^{r_{E}}\left(s-\lambda_{i}\right) \\
\Rightarrow \operatorname{det}\left(s \mathbb{I}-(\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}\right)=s^{n-r_{E}} \prod_{i=1}^{r_{E}}\left(s-\frac{1}{\lambda-\lambda_{i}}\right) \tag{D.92}
\end{gather*}
$$

The following relation also holds:

$$
\begin{equation*}
(\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{A}=\lambda(\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}-\mathbb{I} \tag{D.93}
\end{equation*}
$$

Furthermore let $n_{s} \leq r_{E}$. Then it can be shown that range $(\mathbf{S})+\operatorname{range}(\mathbf{F})=$ $\mathbb{R}^{n}$ and range $(\mathbf{E S})+$ range $(\mathbf{A F})=\mathbb{R}^{n}$, where:

$$
\left\{\begin{array}{l}
\mathbf{S}=\operatorname{ker}\left(\prod_{i=1}^{n_{s}}\left((\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}-\frac{1}{\lambda-\lambda_{i}} \mathbb{I}\right)\right)  \tag{D.94}\\
\mathbf{F}=\operatorname{ker}\left(\left((\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}\right)^{n-r_{E}} \prod_{i=n_{s}+1}^{r_{E}}\left((\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}-\frac{1}{\lambda-\lambda_{i}} \mathbb{I}\right)\right)
\end{array}\right.
$$

Note that if matrices $\mathbf{E}$ and $\mathbf{A}$ are real-valued, the preceding relations reduce as follows where $\operatorname{Re}(\mathbf{X})$ designates the real part of matrix $\mathbf{X}$ :

$$
\left\{\begin{array}{l}
\mathbf{S}=\operatorname{ker}\left(\operatorname{Re}\left(\prod_{i=1}^{n_{s}}\left((\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}-\frac{1}{\lambda-\lambda_{i}} \mathbb{I}\right)\right)\right)  \tag{D.95}\\
\mathbf{F}=\operatorname{ker}\left(\operatorname{Re}\left(\left((\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}\right)^{n-r_{E}} \prod_{i=n_{s}+1}^{r_{E}}\left((\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}-\frac{1}{\lambda-\lambda_{i}} \mathbb{I}\right)\right)\right)
\end{array}\right.
$$

Thus $\forall \underline{x} \in \mathbb{R}^{n}$, we can write:

$$
\underline{x}:=\mathbf{S} \underline{x}_{s}+\mathbf{F} \underline{x}_{f}=\left[\begin{array}{ll}
\mathbf{S} & \mathbf{F}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s}  \tag{D.96}\\
\underline{x}_{f}
\end{array}\right] \forall \underline{x} \in \mathbb{R}^{n}
$$

Let $\mathbf{J}_{s}$ and $\mathbf{J}_{f}$ be the restriction of $(\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}$ to $\mathbf{S}$ and $\mathbf{F}$, respectively:

$$
\left\{\begin{array}{l}
\mathbf{J}_{s}:=\mathbf{S}^{T}(\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E} \mathbf{S}  \tag{D.97}\\
\mathbf{J}_{f}:=\mathbf{F}^{T}(\lambda \mathbf{E}-\mathbf{A})^{-1} \mathbf{E} \mathbf{F}
\end{array}\right.
$$

[^73]Then the following relations hold:

$$
\left\{\begin{align*}
\operatorname{det}\left(s \mathbb{I}-\mathbf{J}_{s}\right) & =\prod_{i=1}^{n_{s}}\left(s-\frac{1}{\lambda-\lambda_{i}}\right)  \tag{D.98}\\
\operatorname{det}\left(s \mathbb{I}-\mathbf{J}_{f}\right) & =\prod_{i=n_{s}+1}^{r_{E}}\left(s-\frac{1}{\lambda-\lambda_{i}}\right)
\end{align*}\right.
$$

Now consider the following descriptor system:

$$
\left\{\begin{array}{l}
\mathbf{E} \underline{\dot{x}}=\mathbf{A} \underline{x}+\mathbf{B} \underline{u}  \tag{D.99}\\
\underline{y}=\mathbf{C} \underline{x}
\end{array}\right.
$$

From the Weierstrass decomposition theorem, it can be shown that there exists an invertible matrix $\mathbf{M}$ such that this system has the following canonical form ${ }^{7}$ :

$$
\left\{\begin{array}{l}
\underline{x}:=\left[\begin{array}{ll}
\mathbf{S} & \mathbf{F}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{s} \\
\underline{x}_{f}
\end{array}\right]  \tag{D.100}\\
\operatorname{ME}\left[\begin{array}{ll}
\mathbf{S} & \mathbf{F}
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{I}_{n_{s}} & \mathbf{0} \\
\mathbf{0} & \mathbf{A}_{f}
\end{array}\right] \\
\mathbf{M A}\left[\begin{array}{ll}
\mathbf{S} & \mathbf{F}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{A}_{s} & \mathbf{0} \\
\mathbf{0} & \mathbb{I}_{n-n_{s}}
\end{array}\right] \Leftrightarrow\left\{\begin{array}{l}
\dot{\underline{x}}_{s}=\mathbf{A}_{s} \underline{x}_{s}+\mathbf{B}_{s} \underline{u} \\
\mathbf{A}_{f} \dot{\underline{x}}_{f}=\underline{x}_{f}+\mathbf{B}_{f} \underline{u} \\
\underline{y}=\mathbf{C}_{s} \underline{x}_{s}+\mathbf{C}_{f} \underline{x}_{f}
\end{array}\right. \\
\mathbf{M B}=\left[\begin{array}{l}
\mathbf{B}_{s} \\
\mathbf{B}_{f}
\end{array}\right] \\
\mathbf{C}\left[\begin{array}{ll}
\mathbf{S} & \mathbf{F}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{C}_{s} & \mathbf{C}_{f}
\end{array}\right]
\end{array}\right.
$$

where:

$$
\mathbf{M}=\left[\begin{array}{ll}
\mathbf{E S} & \mathbf{A F} \tag{D.101}
\end{array}\right]^{-1}
$$

Furthermore the following relations hold:

Matrix $\mathbf{A}_{f}$ can alternatively be obtained as:

$$
\begin{equation*}
\mathbf{A}_{f}=\left(\lambda \mathbf{J}_{f}-\mathbb{I}\right)^{-1} \mathbf{J}_{f} \tag{D.103}
\end{equation*}
$$

Moreover matrix $\mathbf{A}_{f}$ is nilpotent if $\operatorname{det}(s \mathbf{E}-\mathbf{A})$ has degree $n_{s}$, that is when $r_{E}=n_{s}$. Assuming that $\mathbf{A}_{f}$ is nilpotent, matrix $(s \mathbf{E}-\mathbf{A})^{-1}$ is a rational matrix with Laurent series expansion at infinity given by ${ }^{8}$ :

$$
\begin{align*}
(s \mathbf{E}-\mathbf{A})^{-1} & =s^{-1} \sum_{i=-h}^{\infty} \mathbf{L}_{i} s^{-i}  \tag{D.104}\\
& =\mathbf{L}_{-h} s^{h-1}+\cdots+\mathbf{L}_{-1} s^{0}+\mathbf{L}_{0} s^{-1}+\mathbf{L}_{1} s^{-2}+\cdots
\end{align*}
$$

[^74]where $h \leq \operatorname{rank}(\mathbf{E})-\operatorname{deg}(\operatorname{det}(s \mathbf{E}-\mathbf{A}))+1$ is the index of nilpotency of the pair $(\mathbf{E}, \mathbf{A})$ and:
\[

\mathbf{L}_{i}= $$
\begin{cases}{\left[\begin{array}{cc}
\mathbf{A}_{s}^{i} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}_{n-n_{s}}
\end{array}\right] \mathbf{M}} & \forall i \geq 0  \tag{D.105}\\
{\left[\begin{array}{cc}
\mathbf{0}_{n_{s}} & \mathbf{0} \\
\mathbf{0} & -\mathbf{A}_{f}^{-i-1}
\end{array}\right] \mathbf{M}} & i=-h, \cdots,-1\end{cases}
$$
\]

If matrix $\mathbf{J}_{s}$ is built from the slowest eigenvalues of state matrix $\mathbf{A}$ and matrix $\mathbf{J}_{f}$ is built from the fastest eigenvalues of state matrix $\mathbf{A}$, then matrices $\mathbf{A}_{s}$ corresponds to the state matrix of the slowest modes of the system whereas matrix $\mathbf{A}_{f}$ encompasses its fastest modes. Matrix $\mathbf{A}_{f}$ can then be seen as a small valued matrix and can be written as $\mathbf{A}_{f}:=\epsilon \mathbf{A}_{f 0}$. When small parameter $\epsilon$ is set to zero, the following singularly perturbed system is obtained:

$$
\begin{align*}
& \mathbf{A}_{f}:=\epsilon \mathbf{A}_{f 0} \Rightarrow\left\{\begin{array}{r}
\dot{\dot{x}}_{s}=\mathbf{A}_{s} \underline{x}_{s}+\mathbf{B}_{s} \underline{u} \\
\epsilon \mathbf{A}_{f 0} \underline{\dot{x}}_{f}=\underline{x}_{f}+\mathbf{B}_{f} \underline{u} \\
\underline{y}^{y}=\mathbf{C}_{s} \underline{x}_{s}+\mathbf{C}_{f} \underline{x}_{f}
\end{array}\right. \\
& \epsilon=0 \quad \Rightarrow\left\{\begin{array}{l}
\underline{\dot{x}}_{s}=\underline{\mathbf{A}}_{s} \underline{x}_{s}+\mathbf{B}_{s} \underline{u} \\
\underline{0}=\underline{x}_{f}+\mathbf{B}_{f} \underline{u} \\
\underline{y}=\mathbf{C}_{s} \underline{x}_{s}+\mathbf{C}_{f} \underline{x}_{f}
\end{array}\right. \tag{D.106}
\end{align*}
$$

Example D.4. We consider the linearized longitudinal dynamics at a trimmed flight condition of a jet liner presented in Example D.1. To get the descriptor form of (D.99), we simply set $\mathbf{E}:=\mathbb{I}_{4}$. Then applying (D.95) with $\lambda=1$, and choosing $n_{s}=2$, we get the following expression of matrices $\mathbf{S}, \mathbf{F}$ and $\mathbf{M}$ :

$$
\left\{\begin{align*}
& \mathbf{S}= {\left[\begin{array}{cc}
0.9882059 & -0.1531309 \\
-0.0000781 & 0.0000203 \\
-0.1531309 & -0.9882056 \\
0.0000547 & -0.0008144
\end{array}\right] }  \tag{D.107}\\
& \mathbf{F}=\left[\begin{array}{cccc}
0.1210859 & -0.6715563 \\
0.4109715 & -0.5249282 \\
0.0734018 & -0.378629 \\
0.9005847 & 0.3606974
\end{array}\right] \\
& \mathbf{M}=\left[\begin{array}{cccc}
0.9880751 & -0.9410508 & -0.1533847 & 0.3090902 \\
-0.1530286 & 0.7444567 & -0.9880101 & -0.2386219 \\
0.0000682 & 0.3446454 & 0.0001831 & -0.2264441 \\
0.0000549 & 0.7795729 & -0.0000278 & 0.04285
\end{array}\right]
\end{align*}\right.
$$

Then:

$$
\left\{\begin{array}{l}
\mathbf{A}_{s}=\left[\begin{array}{cc}
1.4688616 & 9.5785097 \\
-0.2276681 & -1.4834483
\end{array}\right]  \tag{D.108}\\
\mathbf{A}_{f}=\left[\begin{array}{cc}
-0.0622709 & -0.262707 \\
0.3589769 & -0.3937903
\end{array}\right]
\end{array}\right.
$$

We can check that:

$$
\left\{\begin{align*}
\operatorname{det}\left(s \mathbf{A}_{f}-\mathbb{I}\right) & =\operatorname{det}(\mathbf{M}) \operatorname{det}\left(\left[\begin{array}{cc}
\mathbf{S} & \mathbf{F}
\end{array}\right]\right)\left(s-\lambda_{f}\right)\left(s-\bar{\lambda}_{f}\right)  \tag{D.109}\\
& =1+0.4560613 s+0.1188274 s^{2} \\
\operatorname{det}\left(s \mathbb{I}-\mathbf{A}_{s}\right) & =\left(s-\lambda_{s}\right)\left(s-\bar{\lambda}_{s}\right) \\
& =0.0017408+0.0145867 s+s^{2}
\end{align*}\right.
$$

## Appendix E

## Carleman linearization

## E. 1 Reduced Kronecker product

Let $\underline{x}:=\left[\begin{array}{lll}x_{1} & \cdots & x_{n}\end{array}\right]^{T} \in \mathbb{R}^{n}$. We will denote $\underline{x}^{[k]}$ the $k^{\text {th }}$ reduced Kronecker product of $\underline{x}$. Denoting by $\widetilde{\otimes}$ the reduced Kronecker product, vectors $\underline{x}^{[1]} \in \mathbb{R}^{n}$ and $\underline{x}^{[2]} \in \mathbb{R}^{n(n+1) / 2}$ are defined as follows ${ }^{1}$ :

$$
\begin{align*}
\underline{x}^{[0]} & :=1 \\
\underline{x}^{[1]} & :=\underline{x} \\
\underline{x}^{[2]} & :=\underline{x} \widetilde{\otimes} \underline{x}  \tag{E.1}\\
& :=[\underbrace{x_{1}^{2}, x_{1} x_{2}, \cdots, x_{1} x_{n}}_{n \text { terms }}, \underbrace{x_{2}^{2}, x_{2} x_{3}, \cdots, x_{2} x_{n}}_{n-1 \text { terms }}, \cdots, \underbrace{x_{n}^{2}}_{1 \text { term }}]^{T}
\end{align*}
$$

In this way we define:

$$
\begin{equation*}
\underline{x}^{[k]}:=\underbrace{\underset{x}{\tilde{\otimes} x} \tilde{\otimes} \cdots \widetilde{\otimes} \underline{x}}_{k \text { times }} \tag{E.2}
\end{equation*}
$$

The components of $\underline{x}^{[k]}$ are the unitary monomials which appears in the development of polynomial $\left(x_{1}+\cdots+x_{n}\right)^{k}$. The size of vector $\underline{x}^{[k]}$ is $\binom{n+k-1}{k}=\frac{(n+k-1)!}{k!(n-1)!}$.

Example E.1. Assume that $\underline{x}=\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}$. Then $\left(x_{1}+x_{2}\right)^{3}=x_{1}^{3}+3 x_{1}^{2} x_{2}+$ $3 x_{1} x_{2}^{2}+x_{2}^{3}$. Thus the unitary monomials which appears in the development of polynomial $\left(x_{1}+x_{2}\right)^{3}$ are $\left(x_{1}^{3}, x_{1}^{2} x_{2}, x_{1} x_{2}^{2}, x_{2}^{3}\right)$ and consequently:

$$
\underline{x}=\left[\begin{array}{l}
x_{1}  \tag{E.3}\\
x_{2}
\end{array}\right] \Rightarrow \underline{x}^{[3]}=\left[\begin{array}{c}
x_{1}^{3} \\
x_{1}^{2} x_{2} \\
x_{1} x_{2}^{2} \\
x_{2}^{3}
\end{array}\right]
$$

[^75]The size of vector $\underline{x}^{[3]}$ is $4=\frac{(2+3-1)!}{3!(2-1)!}$.
Note that $(\mathbf{A} \underline{x}) \widetilde{\otimes}(\mathbf{B} \underline{x})=(\mathbf{A} \widetilde{\otimes} \mathbf{B}) \underline{x}^{[2]}$. In order to express the product $\mathbf{A} \widetilde{\otimes} \mathbf{B}$ in terms of $\mathbf{A}$ and $\mathbf{B}$, we will use the Kronecker product $\otimes$ (not the reduced one !). Let $\otimes$ be the Kronecker product between matrices $\mathbf{A}=\left(a_{i j}\right) \in \mathbb{R}^{p \times q}$ and $\mathbf{B} \in \mathbb{R}^{r \times s}$. Then ${ }^{2}$ :

$$
\mathbf{A} \otimes \mathbf{B}:=\left[\begin{array}{ccc}
a_{11} \mathbf{B} & \cdots & a_{1 q} \mathbf{B}  \tag{E.4}\\
\vdots & & \vdots \\
a_{p 1} \mathbf{B} & \cdots & a_{p q} \mathbf{B}
\end{array}\right]
$$

Furthermore let $\mathbf{Q}$ and $\widetilde{\mathbf{Q}}$ the matrices such that:

$$
\left\{\begin{array}{l}
\mathbf{Q}(\underline{x} \otimes \underline{x})=\underline{x} \widetilde{\otimes} \underline{x}  \tag{E.5}\\
\widetilde{\mathbf{Q}}(\underline{x} \otimes \underline{x} \underline{x})=\underline{x} \otimes \underline{x}
\end{array}\right.
$$

The product $\mathbf{A} \widetilde{\otimes} \mathbf{B}$ can be written using $\mathbf{A}$ and $\mathbf{B}$ as follows:

$$
\begin{equation*}
\mathbf{A} \widetilde{\otimes} \mathbf{B}=\mathbf{Q}(\mathbf{A} \otimes \mathbf{B}) \widetilde{\mathbf{Q}} \tag{E.6}
\end{equation*}
$$

Example E.2. Assume that $\underline{x}=\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}$. Then:

$$
\begin{align*}
(\mathbf{A} \underline{x}) \widetilde{\otimes}(\mathbf{B} \underline{x}) & =\left(\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]\right) \widetilde{\otimes}\left(\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]\right) \\
& =\left[\begin{array}{l}
a_{11} x_{1}+a_{12} x_{2} \\
a_{21} x_{1}+a_{22} x_{2}
\end{array}\right] \widetilde{\otimes}\left[\begin{array}{l}
b_{11} x_{1}+b_{12} x_{2} \\
b_{21} x_{1}+b_{22} x_{2}
\end{array}\right] \\
& =\left[\begin{array}{l}
\left(a_{11} x_{1}+a_{12} x_{2}\right)\left(b_{11} x_{1}+b_{12} x_{2}\right) \\
\left(a_{11} x_{1}+a_{12} x_{2}\right)\left(b_{21} x_{1}+b_{22} x_{2}\right) \\
\left(a_{21} x_{1}+a_{22} x_{2}\right)\left(b_{21} x_{1}+b_{22} x_{2}\right)
\end{array}\right]  \tag{E.7}\\
& =\left[\begin{array}{lll}
a_{11} b_{11} & a_{11} b_{12}+a_{12} b_{11} & a_{12} b_{12} \\
a_{11} b_{21} & a_{11} b_{22}+a_{12} b_{21} & a_{12} b_{22} \\
a_{21} b_{21} & a_{21} b_{22}+a_{22} b_{21} & a_{22} b_{22}
\end{array}\right]\left[\begin{array}{c}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2}^{2}
\end{array}\right] \\
& :=(\mathbf{A} \widetilde{\otimes} \mathbf{B}) \underline{x}^{[2]}
\end{align*}
$$

Consequently:

$$
\mathbf{A} \widetilde{\otimes} \mathbf{B}=\left[\begin{array}{lll}
a_{11} b_{11} & a_{11} b_{12}+a_{12} b_{11} & a_{12} b_{12}  \tag{E.8}\\
a_{11} b_{21} & a_{11} b_{22}+a_{12} b_{21} & a_{12} b_{22} \\
a_{21} b_{21} & a_{21} b_{22}+a_{22} b_{21} & a_{22} b_{22}
\end{array}\right]
$$

On the other hand we have:

$$
\left\{\begin{array} { l } 
{ \mathbf { Q } ( \underline { x } \otimes \underline { x } ) = \underline { x } \widetilde { \otimes } \underline { x } }  \tag{E.9}\\
{ \widetilde { \mathbf { Q } } ( \underline { x } \widetilde { \otimes } \underline { x } ) = \underline { x } \otimes \underline { x } }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
{\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2} x_{1} \\
x_{2}^{2}
\end{array}\right]=\left[\begin{array}{c}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2}^{2}
\end{array}\right]} \\
{\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2}^{2}
\end{array}\right]=\left[\begin{array}{c}
x_{1}^{2} \\
x_{1} x_{2} \\
x_{2} x_{1} \\
x_{2}^{2}
\end{array}\right]}
\end{array}\right.\right.
$$

[^76]It can be checked that:

$$
\begin{equation*}
\mathbf{A} \widetilde{\otimes} \mathbf{B}=\mathbf{Q}(\mathbf{A} \otimes \mathbf{B}) \widetilde{\mathbf{Q}} \tag{E.10}
\end{equation*}
$$

## E. 2 Taylor series expansion of any continuous vector field

Let $f(\underline{x})$ be a continuous vector field. The $N^{t h}$ order approximation of this vector field around any point $\underline{x}_{0}$ can be achieved through the following Taylor series expansion ${ }^{3}$ :

$$
\begin{equation*}
f(\underline{x}) \approx f\left(\underline{x}_{0}\right)+\left.\sum_{k=1}^{N} \frac{1}{k!} \partial f^{[k]}\right|_{\underline{x}=\underline{x}_{0}}\left(\underline{x}-\underline{x}_{0}\right)^{[k]} \tag{E.11}
\end{equation*}
$$

Assuming that where $\underline{x} \in \mathbb{R}^{n}$, each column of $\partial f^{[k]}$ formally corresponds to each term of the development of the following expression:

$$
\begin{equation*}
\left(\frac{\partial f}{\partial x_{1}}+\cdots+\frac{\partial f}{\partial x_{n}}\right)^{k} \tag{E.12}
\end{equation*}
$$

We recall that the second partial derivative $\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}$ is obtained as follows:

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}=\frac{\partial}{\partial x_{i}}\left(\frac{\partial f}{\partial x_{j}}\right) \tag{E.13}
\end{equation*}
$$

Schwarz's theorem states that if the second derivatives are continuous, the expression for the second partial derivative is unaffected by which variable the partial derivative is taken with respect to first and which is taken second ${ }^{4}$ :

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}=\frac{\partial^{2} f}{\partial x_{j} \partial x_{i}} \tag{E.14}
\end{equation*}
$$

The higher order partial derivatives are obtained by successive differentiation.

[^77]Example E.3. Assume that $\underline{x}=\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}$, then we get:

$$
\begin{align*}
k=1 & \Rightarrow \underline{x}^{[1]}=\underline{x}=\left[\begin{array}{ll}
x_{1} & x_{2}
\end{array}\right]^{T} \\
& \Rightarrow\left(\frac{\partial f}{\partial x_{1}}+\frac{\partial f}{\partial x_{2}}\right)^{1}=\frac{\partial f}{\partial x_{1}}+\frac{\partial f}{\partial x_{2}} \\
& \Rightarrow \partial f^{[1]}=\left[\begin{array}{lll}
\frac{\partial f}{\partial x_{1}} & \frac{\partial f}{\partial x_{2}}
\end{array}\right] \\
k=2 & \Rightarrow \underline{x}^{[2]}=\underline{x} \widetilde{\otimes} \underline{x}=\left[\begin{array}{lll}
x_{1}^{2} & x_{1} x_{2} & x_{2}^{2}
\end{array}\right]^{T} \\
& \Rightarrow\left(\frac{\partial f}{\partial x_{1}}+\frac{\partial f}{\partial x_{2}}\right)^{2}=\frac{\partial^{2} f}{\partial x_{1}^{2}}+2 \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}}+\frac{\partial^{2} f}{\partial x_{2}^{2}}  \tag{E.15}\\
& \Rightarrow \partial f^{[2]}=\left[\begin{array}{lll}
\frac{\partial^{2} f}{\partial x_{1}^{2}} & 2 \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f}{\partial x_{2}^{2}}
\end{array}\right] \\
k=3 & \left.\Rightarrow \underline{x}^{[3]}=\underline{x}^{[2] \widetilde{\otimes} \underline{x}=\left[\begin{array}{lll}
x_{1}^{3} & x_{1}^{2} x_{2} & x_{1} x_{2}^{2}
\end{array} x_{2}^{3}\right.}\right]^{T} \\
& \Rightarrow\left(\frac{\partial f}{\partial x_{1}}+\frac{\partial f}{\partial x_{2}}\right)^{3}=\frac{\partial^{3} f}{\partial x_{1}^{3}}+3 \frac{\partial^{3} f}{\partial x_{1}^{2} \partial x_{2}}+3 \frac{\partial^{3} f}{\partial x_{1} \partial x_{2}^{2}}+\frac{\partial^{2} f}{\partial x_{2}^{3}} \\
& \Rightarrow \partial f^{[3]}=\left[\begin{array}{llll}
\frac{\partial^{3} f}{\partial x_{1}^{3}} & 3 \frac{\partial^{3} f}{\partial x_{1}^{2} \partial x_{2}} & 3 \frac{\partial^{3} f}{\partial x_{1} \partial x_{2}^{2}} & \frac{\partial^{2} f}{\partial x_{2}^{3}}
\end{array}\right]
\end{align*}
$$

Consequently, the third order approximation of $f(\underline{x})$ around any point $\underline{x}_{0}$ reads as follows:

$$
\begin{align*}
f(\underline{x}) & \approx f\left(\underline{x}_{0}\right)+\left.\sum_{k=1}^{3} \frac{1}{k!} \partial f^{[k]}\right|_{\underline{x}=\underline{x}_{0}}\left(\underline{x}-\underline{x}_{0}\right)^{[k]} \\
& \approx f\left(\underline{x}_{0}\right)+\left[\begin{array}{ll}
\frac{\partial f}{\partial x_{1}} & \frac{\partial f}{\partial x_{2}}
\end{array}\right]_{\underline{x}=\underline{x}_{0}}\left[\begin{array}{c}
x_{1}-x_{10} \\
x_{2}-x_{20}
\end{array}\right] \\
& +\frac{1}{2!}\left[\begin{array}{lll}
\frac{\partial^{2} f}{\partial x_{1}^{2}} & 2 \frac{\partial^{2} f}{\partial x_{1} \partial x_{2}} & \frac{\partial^{2} f}{\partial x_{2}^{2}}
\end{array}\right]_{\underline{x}=\underline{x}_{0}}\left[\begin{array}{c}
\left(x_{1}-x_{10}\right)^{2} \\
\left(x_{1}-x_{10}\right)\left(x_{2}-x_{20}\right) \\
\left(x_{2}-x_{20}\right)^{2}
\end{array}\right] \\
& +\frac{1}{3!}\left[\begin{array}{llll}
\frac{\partial^{3} f}{\partial x_{1}^{3}} & 3 \frac{\partial^{3} f}{\partial x_{1}^{2} \partial x_{2}} & 3 \frac{\partial^{3} f}{\partial x_{1} \partial x_{2}^{2}} & \frac{\partial^{2} f}{\partial x_{2}^{3}}
\end{array}\right]_{\underline{x}=\underline{x}_{0}}\left[\begin{array}{c}
\left(x_{1}-x_{10}\right)^{3} \\
\left(x_{1}-x_{10}\right)^{2}\left(x_{2}-x_{20}\right) \\
\left(x_{1}-x_{10}\right)\left(x_{2}-x_{20}\right)^{2} \\
\left(x_{2}-x_{20}\right)^{3}
\end{array}\right] \tag{E.16}
\end{align*}
$$

## E. 3 Time derivative

To get time derivative of reduced Kronecker product, the product rule holds:

$$
\begin{equation*}
\frac{d}{d t} \underline{x}^{[2]}=\frac{d}{d t} \underline{x} \widetilde{\otimes} \underline{x}=\underline{\dot{x}} \widetilde{\otimes} \underline{x}+\underline{x} \widetilde{\otimes} \underline{\dot{x}} \tag{E.17}
\end{equation*}
$$

Example E.4. Assume that $\underline{x}=\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}$. Then expanding definition (E.1) we get:

$$
\left\{\begin{array}{l}
\underline{\dot{x}} \widetilde{\otimes} \underline{x}=\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right] \widetilde{\otimes}\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
\dot{x}_{1} x_{1} \\
\dot{x}_{1} x_{2} \\
\dot{x}_{2} x_{2}
\end{array}\right]  \tag{E.18}\\
\underline{x} \widetilde{\otimes} \underline{\dot{x}}=\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \widetilde{\otimes}\left[\begin{array}{l}
\dot{x}_{1} \\
\dot{x}_{2}
\end{array}\right]=\left[\begin{array}{l}
x_{1} \dot{x}_{1} \\
x_{1} \dot{x}_{2} \\
x_{2} \dot{x}_{2}
\end{array}\right]
\end{array}\right.
$$

It can be checked that:

$$
\frac{d}{d t} \underline{x}^{[2]}=\frac{d}{d t}\left[\begin{array}{c}
x_{1}^{2}  \tag{E.19}\\
x_{1} x_{2} \\
x_{2}^{2}
\end{array}\right]=\frac{d}{d t} \underline{x} \widetilde{\otimes} \underline{x}=\underline{\dot{x}} \tilde{\otimes} \underline{x}+\underline{x} \widetilde{\otimes} \underline{\dot{x}}=\left[\begin{array}{c}
2 x_{1} \dot{x}_{1} \\
x_{1} \dot{x}_{2}+x_{2} \dot{x}_{1} \\
2 x_{2} \dot{x}_{2}
\end{array}\right]
$$

Now assume that:

$$
\begin{equation*}
\dot{\underline{x}}=\sum_{k=1}^{N_{1}} \mathbf{A}_{k} \underline{x}^{[k]}+u \sum_{k=0}^{N_{2}} \mathbf{B}_{k} \underline{x}^{[k]} \tag{E.20}
\end{equation*}
$$

Then it can be shown than ${ }^{1}$ :

$$
\begin{equation*}
\frac{d}{d t} \underline{x}^{[j]}=\sum_{k=1}^{N_{1}} \mathbf{A}_{j k} \underline{x}^{[k+j-1]}+u \sum_{k=0}^{N_{2}} \mathbf{B}_{j k} \underline{x}^{[k+j-1]} \tag{E.21}
\end{equation*}
$$

where $\mathbf{A}_{1 k}=\mathbf{A}_{k}$ and, for $j>1, \mathbf{A}_{j k}$ is obtained by summing $j$ terms, each term being formed through $j-1$ reduced Kronecker product:

$$
\begin{equation*}
\mathbf{A}_{j k}=\mathbf{A}_{k} \underbrace{\widetilde{\otimes} \mathbb{I}_{n} \widetilde{\otimes} \cdots \widetilde{\otimes} \mathbb{I}_{n}}_{j-1 \text { times }}+\mathbb{I}_{n} \widetilde{\otimes} \mathbf{A}_{k} \widetilde{\otimes} \mathbb{I}_{n} \widetilde{\otimes} \cdots \widetilde{\otimes} \mathbb{I}_{n}+\cdots+\mathbb{I}_{n} \widetilde{\otimes} \mathbb{I}_{n} \widetilde{\otimes} \cdots \widetilde{\otimes} \mathbf{A}_{k} \tag{E.22}
\end{equation*}
$$

Notation for $\mathbf{B}_{j k}$ is likewise.
Similar to (E.6), $\mathbf{A}_{j k}$ is related to the Kronecker product $\otimes$ through the following relation:

$$
\begin{align*}
\mathbf{A}_{j k}=\mathbf{Q}_{j} & (\left(\mathbf{A}_{k} \mathbf{Q}_{k}\right) \underbrace{j-1 \text { times }}_{j \mathbb{I}_{n} \otimes \cdots \otimes \mathbb{I}_{n}} \\
& \quad+\mathbb{I}_{n} \otimes\left(\mathbf{A}_{k} \mathbf{Q}_{k}\right) \otimes \mathbb{I}_{n} \otimes \cdots \otimes \mathbb{I}_{n}+\cdots  \tag{E.23}\\
& \left.\cdots+\left(\mathbb{I}_{n} \otimes \cdots \otimes \mathbb{I}_{n} \otimes\left(\mathbf{A}_{k} \mathbf{Q}_{k}\right)\right)\right) \widetilde{\mathbf{Q}}_{k+j-1}
\end{align*}
$$

where $n$ is the size of vector $\underline{x}$ and where matrices $\mathbf{Q}_{j}, \mathbf{Q}_{k}$ and $\widetilde{\mathbf{Q}}_{k+j-1}$ are such that:

Example E.5. Assume that $\underline{x}=\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}$ and that:

$$
\underline{\dot{x}}=\mathbf{A}_{1} \underline{x}=\left[\begin{array}{ll}
a_{11} & a_{12}  \tag{E.25}\\
a_{21} & a_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]=\left[\begin{array}{l}
a_{11} x_{1}+a_{12} x_{2} \\
a_{21} x_{1}+a_{22} x_{2}
\end{array}\right]
$$

Then we have:

$$
\underline{x}^{[3]}=\left[\begin{array}{c}
x_{1}^{3}  \tag{E.26}\\
x_{1}^{2} x_{2} \\
x_{1} x_{2}^{2} \\
x_{2}^{3}
\end{array}\right] \Rightarrow \frac{d}{d t} \underline{x}^{[3]}=\left[\begin{array}{c}
3 x_{1}^{2} \dot{x}_{1} \\
2 x_{1} x_{2} \dot{x}_{1}+x_{1}^{2} \dot{x}_{2} \\
x_{2}^{2} \dot{x}_{1}+2 x_{1} x_{2} \dot{x}_{2} \\
3 x_{2}^{2} \dot{x}_{2}
\end{array}\right]
$$

Using the relation $\underline{\dot{x}}=\mathbf{A}_{1} \underline{x}$ we get:

$$
\begin{align*}
\frac{d}{d t} \underline{x}^{[3]} & =\left[\begin{array}{c}
3 x_{1}^{2}\left(a_{11} x_{1}+a_{12} x_{2}\right) \\
2 x_{1} x_{2}\left(a_{11} x_{1}+a_{12} x_{2}\right)+x_{1}^{2}\left(a_{21} x_{1}+a_{22} x_{2}\right) \\
x_{2}^{2}\left(a_{11} x_{1}+a_{12} x_{2}\right)+2 x_{1} x_{2}\left(a_{21} x_{1}+a_{22} x_{2}\right) \\
3 x_{2}^{2}\left(a_{21} x_{1}+a_{22} x_{2}\right)
\end{array}\right] \\
& =\left[\begin{array}{c}
3 a_{11} x_{1}^{3}+3 a_{12} x_{2} x_{1}^{2} \\
a_{21} x_{1}^{3}+2 a_{11} x_{1}^{2} x_{2}+2 a_{12} x_{1} x_{2}^{2}+a_{22} x_{1}^{2} x_{2} \\
a_{12} x_{2}^{3}+a_{11} x_{1} x_{2}^{2}+2 a_{21} x_{1}^{2} x_{2}+2 a_{22} x_{1} x_{2}^{2} \\
3 a_{22} x_{2}^{3}+3 a_{21} x_{1} x_{2}^{2}
\end{array}\right]  \tag{E.27}\\
& =\left[\begin{array}{ccc}
3 a_{11} & 3 a_{12} & 0 \\
a_{21} & 2 a_{11}+a_{22} & 2 a_{12} \\
0 & 2 a_{21} & a_{11}+2 a_{22} \\
0 & 0 & 3 a_{21} \\
0 & a_{12} \\
n_{21}
\end{array}\right] \underline{x}^{[3]}
\end{align*}
$$

It can be checked that matrix $\mathbf{A}_{31}$ can be computed as follows:

$$
\begin{equation*}
\mathbf{A}_{31}=\mathbf{Q}_{3}(\left(\mathbf{A}_{1} \mathbf{Q}_{1}\right) \underbrace{\otimes \mathbb{I}_{2} \otimes \mathbb{I}_{2}}_{3-1 \text { times }}+\mathbb{I}_{2} \otimes\left(\mathbf{A}_{1} \mathbf{Q}_{1}\right) \otimes \mathbb{I}_{2}+\mathbb{I}_{2} \otimes \mathbb{I}_{2} \otimes\left(\mathbf{A}_{1} \mathbf{Q}_{1}\right)) \widetilde{\mathbf{Q}}_{3} \tag{E.28}
\end{equation*}
$$

where matrices $\mathbf{Q}_{1}, \mathbf{Q}_{3}$ and $\widetilde{\mathbf{Q}}_{3}$ are such that:

$$
\begin{equation*}
\mathbf{Q}_{1} \underline{x}=\underline{x} \Rightarrow \mathbf{Q}_{1}=\mathbb{I}_{2} \tag{E.29}
\end{equation*}
$$

and:

We get:

$$
\left\{\begin{align*}
\mathbf{Q}_{3}= & {\left[\begin{array}{llllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] }  \tag{E.31}\\
\widetilde{\mathbf{Q}}_{3}= & {\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] }
\end{align*}\right.
$$

## E. 4 Carleman linearization of nonlinear system affine in control

We consider the following nonlinear system affine in the control vector $\underline{u} \in \mathbb{R}^{m}$ :

$$
\begin{equation*}
\underline{\dot{x}}=f(\underline{x})+\sum_{j=1}^{m} g_{j}(\underline{x}) u_{j} \tag{E.32}
\end{equation*}
$$

Let $\underline{v}=\left[\begin{array}{ll}\underline{x}^{T} & \underline{u}^{T}\end{array}\right]^{T}$. Then (E.32) reads:

$$
\underline{v}=\left[\begin{array}{l}
\underline{x}  \tag{E.33}\\
\underline{u}
\end{array}\right] \Rightarrow \underline{\dot{x}}=h(\underline{v})
$$

Assuming that $h(\underline{v})$ is a continuous vector field, the $N^{t h}$ order approximation of the vector field $h(\underline{v})$ around any point $\underline{v}_{e}$ is achieved through the following Taylor series expansion according to (E.11):

$$
\begin{equation*}
\underline{\dot{x}}=h(\underline{v}) \approx h\left(\underline{v}_{e}\right)+\left.\sum_{k=1}^{N} \frac{1}{k!} \partial h^{[k]}\right|_{\underline{v}=\underline{v}_{e}} \delta \underline{v}^{[k]} \tag{E.34}
\end{equation*}
$$

where:

$$
\delta \underline{v}:=\underline{v}-\underline{v}_{e}=\left[\begin{array}{l}
\underline{x}-\underline{x}_{e}  \tag{E.35}\\
\underline{u}-\underline{u}_{e}
\end{array}\right]:=\left[\begin{array}{l}
\delta \underline{x} \\
\delta \underline{u}
\end{array}\right]
$$

Because the vector field $h(\underline{v}):=h(\underline{x}, \underline{u})$ is affine in the control $\underline{u}$, terms in factors of $\delta \underline{u}^{[k]}$ in (E.34) are null $\forall k>\overline{1}$. Thus (E.34) can be rewritten as follows:

$$
\begin{equation*}
\underline{\dot{x}} \approx h\left(\underline{v}_{e}\right)+\sum_{i=1}^{N} \mathbf{A}_{1 i} \delta \underline{x}^{[i]}+\sum_{j=1}^{m} \delta u_{j} \sum_{i=0}^{N} \mathbf{B}_{1 i j} \delta \underline{x}^{[i]} \tag{E.36}
\end{equation*}
$$

Furthermore, as far as $\underline{x}_{e}$ is a constant vector, we have:

$$
\begin{equation*}
\underline{\dot{x}}=\delta \underline{\dot{x}}+\underline{\dot{x}}_{e}=\delta \underline{\dot{x}} \tag{E.37}
\end{equation*}
$$

Thus, the (E.36) reads:

$$
\begin{equation*}
\delta \underline{\dot{x}} \approx h\left(\underline{v}_{e}\right)+\sum_{i=1}^{N} \mathbf{A}_{1 i} \delta \underline{x}^{[i]}+\sum_{j=1}^{m} \delta u_{j} \sum_{i=0}^{N} \mathbf{B}_{1 i j} \delta \underline{x}^{[i]} \tag{E.38}
\end{equation*}
$$

Carleman linearization has been introduced by Torsten Carleman in $1932^{5}$. The common use of Carleman linearization consists in approximating a nonlinear state equation by a finite dimensional polynomial model. Following Minisini \& al. ${ }^{6}$, the original state vector $\underline{x} \in \mathbb{R}^{n}$ is extended by repeated application of the Kronecker product to itself to give the following extended state vector $\underline{z}$ :

$$
\underline{z}:=\left[\begin{array}{c}
\delta \underline{x}^{[1]}  \tag{E.39}\\
\delta \underline{x}^{[2]} \\
\vdots \\
\delta \underline{x}^{[N]}
\end{array}\right]=\left[\begin{array}{c}
\delta \underline{x} \\
\delta \underline{\widetilde{\otimes}} \delta \underline{x} \\
\vdots \\
\underbrace{\delta \underline{x} \widetilde{\otimes} \cdots \widetilde{\otimes} \delta \underline{x}}_{N}
\end{array}\right] \text { where } \delta \underline{x}:=\underline{x}-\underline{x}_{e}
$$

Furthermore we can use (E.21) to write:

$$
\begin{equation*}
\frac{d}{d t} \delta \underline{x}^{[k]}=\sum_{i=1}^{N_{1}} \mathbf{A}_{k i} \underline{x}^{[i+k-1]}+\sum_{j=1}^{m} \delta u_{j} \sum_{i=0}^{N_{2}} \mathbf{B}_{k i j} \delta \underline{x}^{[i+k-1]} \tag{E.40}
\end{equation*}
$$

When the series is truncated to its first $N$ terms we get:

$$
\begin{equation*}
\frac{d}{d t} \delta \underline{x}^{[k]}=\sum_{i=1}^{N-k+1} \mathbf{A}_{k i} \underline{x}^{[i+k-1]}+\sum_{j=1}^{m} \delta u_{j} \sum_{i=0}^{N-k+1} \mathbf{B}_{k i j} \delta \underline{x}^{[i+k-1]} \tag{E.41}
\end{equation*}
$$

Finally, assuming that $\underline{v}_{e}$ is an equilibrium point, that is $h\left(\underline{v}_{e}\right)=\underline{0}$, Carleman linearization of order $N \geq 1$ leads to the following bilinear state

[^78]space representation around the equilibrium point $\underline{v}_{e}:=\left(\underline{x}_{e}, \underline{u}_{e}\right)$ :
\[

$$
\begin{aligned}
& \underline{\underline{\dot{z}}}= {\left[\begin{array}{cccc}
\mathbf{A}_{11} & \mathbf{A}_{12} & \cdots & \mathbf{A}_{1 N} \\
\mathbf{0} & \mathbf{A}_{21} & \cdots & \mathbf{A}_{2 N} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{A}_{N N}
\end{array}\right]\left[\begin{array}{c}
\delta \underline{x}^{[1]} \\
\delta \underline{x}^{[2]} \\
\vdots \\
\delta \underline{x}^{[N]}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{B}_{0} \\
\mathbf{0} \\
\vdots \\
\mathbf{0}
\end{array}\right] \underline{\delta u} } \\
&+\sum_{j=1}^{m} \delta u_{j}\left[\begin{array}{cccc}
\mathbf{B}_{11} & \mathbf{B}_{12} & \cdots & \mathbf{B}_{1 N} \\
\mathbf{B}_{21} & \mathbf{B}_{22} & \cdots & \mathbf{B}_{2 N} \\
\mathbf{0} & \mathbf{B}_{31} & \cdots & \mathbf{B}_{3 N} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{B}_{N N}
\end{array}\right]\left[\begin{array}{c}
\delta \underline{x}^{[1]} \\
\delta \underline{x}^{[2]} \\
\vdots \\
\delta \underline{x}^{[N]}
\end{array}\right] \\
&:=\mathbf{A} \underline{z}+\mathbf{B} \delta \underline{u}+\sum_{j=1}^{m} \delta u_{j} \mathbf{B}_{j} \underline{c_{0}}
\end{aligned}
$$
\]

In practice components of the extended state vector $\underline{z}:=\left[\begin{array}{c}\delta \underline{x}^{[1]} \\ \vdots \\ \delta \underline{x}^{[N]}\end{array}\right]$ are eliminated if they do not appear in the right hand side of the expression of $\underline{\underline{\dot{z}}}$.

Example E.6. We consider the following single input nonlinear system model:

$$
\left\{\begin{array}{l}
\dot{x}_{1}=-x_{1}^{3}+1.5 x_{1}^{2}-0.5 x_{1}+x_{2}  \tag{E.43}\\
\dot{x}_{2}=-x_{1}-x_{2} u
\end{array}\right.
$$

With $\underline{v}=\left[\begin{array}{c}\underline{x} \\ u\end{array}\right]=\left[\begin{array}{c}x_{1} \\ x_{2} \\ u\end{array}\right]$ we get the following expression:

$$
\underline{\dot{x}}=h(\underline{v}) \text { where } h(\underline{v})=\left[\begin{array}{c}
-x_{1}^{3}+1.5 x_{1}^{2}-0.5 x_{1}+x_{2}  \tag{E.44}\\
-x_{1}-x_{2} u
\end{array}\right]
$$

We can see that $h(\underline{0})=\underline{0}$. Thus $\underline{v}_{e}=\left(\underline{x}_{e}, u_{e}\right)=(\underline{0}, 0)$ is an equilibrium point. The second order linearization of the vector field $h(\underline{v})$ around the equilibrium point $\underline{v}_{e}=\underline{0}$ reads:

$$
\begin{equation*}
\underline{\dot{x}}=h(\underline{v}) \approx h\left(\underline{v}_{e}\right)+\left.\sum_{k=1}^{2} \frac{1}{k!} \partial h^{[k]}\right|_{\underline{v}=\underline{v}_{e}} \delta \underline{v}^{[k]}=\left.\sum_{k=1}^{2} \frac{1}{k!} \partial h^{[k]}\right|_{\underline{v}=\underline{v}_{e}} \delta \underline{v}^{[k]} \tag{E.45}
\end{equation*}
$$

where:

$$
\left\{\begin{align*}
\underline{v}^{[1]} & =\left[\begin{array}{ccc}
x_{1} & x_{2} & u
\end{array}\right]^{T}  \tag{E.46}\\
\left.\partial h^{[1]}\right|_{\underline{v}=\underline{0}} & =\left.\left[\begin{array}{ccc}
-3 x_{1}^{2}+3 x_{1}-0.5 & 1 & 0 \\
-1 & -u & -x_{2}
\end{array}\right]\right|_{\underline{v}=\underline{0}} \\
& =\left[\begin{array}{ccc}
-0.5 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right]
\end{align*}\right.
$$

and:

$$
\left\{\begin{align*}
\underline{v}^{[2]} & =\left[\begin{array}{cccccc}
x_{1}^{2} & x_{1} x_{2} & x_{1} u & x_{2}^{2} & x_{2} u & u^{2}
\end{array}\right]^{T}  \tag{E.47}\\
\left.\partial h^{[2]}\right|_{\underline{v}=\underline{0}} & =\left.\left[\begin{array}{cccccc}
-6 x_{1}+3 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0
\end{array}\right]\right|_{\underline{v}=\underline{0}} \\
& =\left[\begin{array}{cccccc}
3 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0
\end{array}\right]
\end{align*}\right.
$$

Then we get:

$$
\begin{align*}
& h(\underline{v})\left.\approx \sum_{k=1}^{2} \frac{1}{k!} \partial h^{[k]}\right|_{\underline{v}=v_{e}} \delta \underline{v}^{[k]} \\
& \approx\left[\begin{array}{ccc}
-0.5 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\delta x_{1} \\
\delta x_{2} \\
\delta u
\end{array}\right] \\
&+\frac{1}{2}\left[\begin{array}{llllll}
3 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0
\end{array}\right]\left[\begin{array}{c}
\delta x_{1}^{2} \\
\delta x_{1} x_{2} \\
\delta x_{1} \delta u \\
\delta x_{2}^{2} \\
\delta x_{2} \delta u \\
\delta u^{2}
\end{array}\right]  \tag{E.48}\\
& \approx {\left[\begin{array}{cc}
-0.5 & 1 \\
-1 & 0
\end{array}\right]\left[\begin{array}{c}
\delta x_{1} \\
\delta x_{2}
\end{array}\right]+\frac{1}{2}\left[\begin{array}{lll}
3 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\delta x_{1}^{2} \\
\delta x_{1} x_{2} \\
\delta x_{2}^{2}
\end{array}\right] } \\
&+\delta u\left[\begin{array}{cc}
0 & 0 \\
0 & -0.5
\end{array}\right]\left[\begin{array}{c}
\delta x_{1} \\
\delta x_{2}
\end{array}\right]
\end{align*}
$$

Thus around the considered equilibrium point the following approximation holds:

$$
\begin{align*}
& {\left[\begin{array}{c}
\delta \dot{x}_{1} \\
\delta \dot{x}_{2}
\end{array}\right]=h(\underline{v}) \approx\left[\begin{array}{cc}
-0.5 & 1 \\
-1 & 0
\end{array}\right] \delta \underline{x}^{[1]} } \\
&+\frac{1}{2}\left[\begin{array}{lll}
3 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \delta \underline{x}^{[2]}+\delta u\left[\begin{array}{cc}
0 & 0 \\
0 & -0.5
\end{array}\right] \delta \underline{x}^{[1]} \tag{E.49}
\end{align*}
$$

Furthermore, the time derivative of $\delta \underline{x}^{[2]}$ reads as follows;

$$
\begin{align*}
\delta \underline{\dot{x}}^{[2]} & =\frac{d}{d t}\left[\begin{array}{c}
\delta x_{1}^{2} \\
\delta x_{1} \delta x_{2} \\
\delta x_{2}^{2}
\end{array}\right] \\
& =\left[\begin{array}{c}
2 \delta x_{1} \delta \dot{x}_{1} \\
\delta \dot{x}_{1} \delta x_{2}+\delta x_{1} \delta \dot{x}_{2} \\
2 \delta x_{2} \delta \dot{x}_{2}
\end{array}\right] \tag{E.50}
\end{align*}
$$

Then using the approximation (E.49) we get:

$$
\begin{align*}
\delta \underline{\dot{x}}^{[2]} & \approx\left[\begin{array}{c}
2 \delta x_{1}\left(-0.5 \delta x_{1}+\delta x_{2}+1.5 \delta x_{1}^{2}\right) \\
\left(-0.5 \delta x_{1}+\delta x_{2}+1.5 \delta x_{1}^{2}\right) \delta x_{2}+\delta x_{1}\left(-\delta x_{1}-0.5 \delta u \delta x_{2}\right) \\
2 \delta x_{2}\left(-\delta x_{1}-0.5 \delta u \delta x_{2}\right) \\
-\delta x_{1}^{2}+2 \delta x_{1} \delta x_{2}+3 \delta x_{1}^{3}
\end{array}\right] \\
& \approx\left[\begin{array}{c}
-2 \delta x_{1} \delta x_{2}-\delta u \delta x_{2}^{2} \\
-\delta x_{1}^{2}-0.5 \delta x_{1} \delta x_{2}+\delta x_{2}^{2}+1.5 \delta x_{1}^{2} \delta x_{2}-0.5 \delta u \delta x_{1} \delta x_{2} \\
-\left[\begin{array}{ccc}
-1 & 2 & 0 \\
-1 & -0.5 & 1 \\
0 & -2 & 0
\end{array}\right] \\
\\
\end{array}+\begin{array}{c}
\delta \underline{x}^{[2]}+\delta u\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & -1
\end{array}\right] \underline{x}^{[2]} \\
1.5 \delta x_{1}^{3} \delta x_{2} \\
-2 \delta x_{1} \delta x_{2}
\end{array}\right]
\end{align*}
$$

Limiting the approximation to the terms involving $\delta \underline{x}^{[2]}$ we get:

$$
\delta \underline{\dot{x}}^{[2]} \approx\left[\begin{array}{ccc}
-1 & 2 & 0  \tag{E.52}\\
-1 & -0.5 & 1 \\
0 & -2 & 0
\end{array}\right] \delta \underline{x}^{[2]}+\delta u\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & -0.5 & 0 \\
0 & 0 & -1
\end{array}\right] \delta \underline{x}^{[2]}
$$

Finally order 2 Carlerman linearization is obtained by merging relations (E.49) and (E.52):

$$
\begin{align*}
& {\left[\begin{array}{c}
\delta \underline{\dot{x}}^{[1]} \\
\delta \underline{\dot{x}}^{[2]}
\end{array}\right]=\left[\begin{array}{cc:ccc}
-0.5 & 1 & 1.5 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 \\
\hdashline 0 & 0 & -1 & 2 & 0 \\
0 & 0 & -1 & -0.5 & 1 \\
0 & 0 & 0 & -2 & 0
\end{array}\right]\left[\begin{array}{l:l}
\delta \underline{x}^{[1]} \\
\delta \underline{x}^{[2]}
\end{array}\right] } \\
& \hdashline+\delta u\left[\begin{array}{cc:ccc}
0 & 0 & 0 & 0 & 0 \\
0 & -0.5 & 0 & 0 & 0 \\
\hdashline 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.5 & 0 \\
0 & 0 & 0 & 0 & -1
\end{array}\right]\left[\begin{array}{l}
\delta \underline{x}^{[1]} \\
\delta \underline{x}^{[2]}
\end{array}\right] \tag{E.53}
\end{align*}
$$

## E. 5 Application to mechanical systems

We consider systems described by the following differential equation where $\underline{N}$ is the generalized coordinates vector, $\mathbf{M}(\underline{q})$ is a positive definite (and thus symmetric) matrix known as the inertia matrix, $\mathbf{C}(\underline{q}, \underline{\dot{q}})$ is the matrix of terms generated by centrifugal and Coriolis forces, $\underline{G}(\underline{q})$ is the vector of conservative forces, $\mathbf{H}$ is a constant matrix and $\underline{u}$ the control vector:

$$
\begin{equation*}
\mathbf{M}(\underline{q}) \underline{\ddot{q}}+\mathbf{C}(\underline{q}, \underline{\dot{q}}) \underline{\dot{q}}+\underline{G}(\underline{q})=\mathbf{H} \underline{u} \tag{E.54}
\end{equation*}
$$

Let $\underline{x}$ be the following state vector:

$$
\underline{x}=\left[\begin{array}{l}
\underline{x}_{1}  \tag{E.55}\\
\underline{x}_{2}
\end{array}\right]:=\left[\begin{array}{c}
\underline{q} \\
\dot{\dot{q}}
\end{array}\right]
$$

Thus (E.54) can be written as follows:
$\underline{\dot{x}}=\left[\begin{array}{c}\underline{\underline{x}}_{1} \\ \underline{\underline{x}}_{2}\end{array}\right]:=\left[\begin{array}{c}\underline{x}_{2} \\ -\mathbf{M}^{-1}\left(\underline{x}_{2}\right)\left(\mathbf{C}\left(\underline{x}_{1}, \underline{x}_{2}\right) \underline{x}_{2}+\underline{G}\left(\underline{x}_{1}\right)\right)\end{array}\right]+\left[\begin{array}{c}\mathbf{0} \\ \mathbf{M}^{-1}\left(\underline{x}_{2}\right) \mathbf{H}\end{array}\right] \underline{u}$
Or, more generally:

$$
\underline{\dot{x}}=\left[\begin{array}{l}
\dot{\underline{x}}_{1}  \tag{E.57}\\
\underline{\dot{x}}_{2}
\end{array}\right]=\left[\begin{array}{c}
\underline{x}_{2} \\
f\left(\underline{x}_{1}, \underline{x}_{2}\right)
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
g\left(\underline{x}_{2}\right)
\end{array}\right] \underline{u}
$$

where:

$$
\left\{\begin{array}{l}
f\left(\underline{x}_{1}, \underline{x}_{2}\right):=-\mathbf{M}^{-1}\left(\underline{x}_{2}\right)\left(\mathbf{C}\left(\underline{x}_{1}, \underline{x}_{2}\right) \underline{x}_{2}+\underline{G}\left(\underline{x}_{1}\right)\right)  \tag{E.58}\\
g\left(\underline{x}_{2}\right):=\mathbf{M}^{-1}\left(\underline{x}_{2}\right) \mathbf{H}
\end{array}\right.
$$

Let $\left(\underline{x}_{1 e}, \underline{u}_{e}\right)$ be an equilibrium point. Then $\underline{x}_{2 e}=\underline{\dot{x}}_{1 e}:=\underline{0}$ and the following equality holds:

$$
\begin{equation*}
\underline{0}=f\left(\underline{x}_{1 e}, \underline{0}\right)+g(\underline{0}) \underline{u}_{e} \tag{E.59}
\end{equation*}
$$

Let $\underline{v}=\left[\begin{array}{ll}\underline{x}^{T} & \underline{u}^{T}\end{array}\right]^{T}$. Then the second equation of (E.57) reads:

$$
\underline{v}=\left[\begin{array}{l}
\underline{x}  \tag{E.60}\\
\underline{u}
\end{array}\right] \Rightarrow \underline{\dot{x}}_{2}=f\left(\underline{x}_{1}, \underline{x}_{2}\right)+g\left(\underline{x}_{2}\right) \underline{u}:=h(\underline{v})
$$

Assuming that $h(\underline{v})$ is a continuous vector field, the $q^{t h}$ order approximation of the vector field around any equilibrium point $\underline{v}_{e}$ is achieved through the following Taylor series expansion according to (E.11):

$$
\begin{equation*}
h\left(\underline{v}_{e}\right)=\underline{0} \Rightarrow \underline{\dot{x}}_{2}=\left.h(\underline{v}) \approx \sum_{k=1}^{q} \frac{1}{k!} \partial h^{[k]}\right|_{\underline{v}=\underline{v}_{e}} \delta \underline{v}^{[k]} \tag{E.61}
\end{equation*}
$$

where:

$$
\delta \underline{v}:=\underline{v}-\underline{v}_{e}=\left[\begin{array}{l}
\underline{x}-\underline{x}_{e}  \tag{E.62}\\
\underline{u}-\underline{u}_{e}
\end{array}\right]:=\left[\begin{array}{l}
\delta \underline{x} \\
\delta \underline{u}
\end{array}\right]
$$

Now the results of section E. 4 can be applied. Indeed, notice that vector field $h(\underline{v}):=h(\underline{x}, \underline{u})$ is affine in the control $\underline{u}$. Thus terms in factors of $\delta \underline{u}^{[k]}$ are null $\forall k>1$ and (E.61) can be rewritten as follows:

$$
\begin{equation*}
\underline{\dot{x}}_{2} \approx \sum_{i=1}^{N} \widetilde{\mathbf{A}}_{1 i} \delta \underline{x}^{[i]}+\sum_{j=1}^{m} \delta u_{j} \sum_{i=0}^{N} \widetilde{\mathbf{B}}_{1 i j} \delta \underline{x}^{[i]} \tag{E.63}
\end{equation*}
$$

Then (E.57) can be approximated as follows around any equilibrium point:

$$
\delta \underline{\dot{x}}=\left[\begin{array}{c}
\delta \dot{\dot{x}}_{1}  \tag{E.64}\\
\delta \underline{\dot{x}}_{2}
\end{array}\right]=\left[\underline{x}_{2} .\right.
$$

where:

$$
\left[\begin{array}{l}
\delta \underline{x}  \tag{E.65}\\
\delta \underline{u}
\end{array}\right]:=\left[\begin{array}{l}
\underline{x}-\underline{x}_{e} \\
\underline{u}-\underline{u}_{e}
\end{array}\right]
$$

Finally formalism of section E. 4 can be applied and leads to Carleman linearization of the form (E.42).

## E. 6 Control law for bilinear systems

## E.6.1 Linear state feedback

We present hereafter the results provided by I. Sánchez and J. Collado ${ }^{7}$. This method considers the following time invariant bilinear system where state vector $\underline{x} \in \mathbb{R}^{n}$, control $\underline{u} \in \mathbb{R}^{m}, \mathbf{A} \in \mathbb{R}^{n \times n}$ and $\mathbf{B}_{i} \in \mathbb{R}^{n \times m}$ :

$$
\begin{equation*}
\underline{\dot{x}}=\mathbf{A} \underline{x}+\mathbf{B}_{0} \underline{u}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \underline{u} \tag{E.66}
\end{equation*}
$$

Then a locally asymptotically stabilizing linear time invariant state feedback gain where $\mathbf{K} \in \mathbb{R}^{m \times n}$ reads:

$$
\begin{equation*}
\underline{u}=\mathbf{K} \underline{x} \tag{E.67}
\end{equation*}
$$

Let $\mathbf{R}$ a positive definite matrix such that some positive definite matrix $\mathbf{T} \in \mathbb{R}^{n \times n}$ the following inequality holds:

$$
\begin{equation*}
\mathbf{R} \geq\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)^{T} \mathbf{T}\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \tag{E.68}
\end{equation*}
$$

where:

$$
\left.\begin{array}{rl}
\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)^{T} \mathbf{T} & \left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \\
& =\left([ \begin{array} { l l l } 
{ \mathbf { B } _ { 1 } } & { \cdots } & { \mathbf { B } _ { n } }
\end{array} ] \underline { x } ^ { T } \mathbf { T } \left(\left[\begin{array}{lll}
\mathbf{B}_{1} & \cdots & \mathbf{B}_{n}
\end{array}\right] \underline{x}\right.\right. \tag{E.69}
\end{array}\right) .
$$

Then state feedback gain $\mathbf{K}$ is such that for some positive definite matrix $\mathbf{Q} \in \mathbb{R}^{n \times n}$ there exists a positive definite matrix $\mathbf{P}$ which is solution of the following matrix equation:

$$
\begin{equation*}
\mathbf{0}=\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)^{T} \mathbf{P}+\mathbf{P}\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)+\mathbf{K}^{T} \mathbf{R K}+\mathbf{P} \mathbf{T}^{-1} \mathbf{P}+\mathbf{Q} \tag{E.70}
\end{equation*}
$$

In the case where $\mathbf{K}=-\mathbf{R}^{-1} \mathbf{B}_{0}^{T} \mathbf{P}$ then $\mathbf{P}$ is the positive definite matrix which is solution of the following algebraic Riccati equation:

$$
\begin{equation*}
\mathbf{K}=-\mathbf{R}^{-1} \mathbf{B}_{0}^{T} \mathbf{P} \Rightarrow \mathbf{0}=\mathbf{A}^{T} \mathbf{P}+\mathbf{P A}-\mathbf{P}\left(\mathbf{B}_{0} \mathbf{R}^{-1} \mathbf{B}_{0}^{T}-\mathbf{T}^{-1}\right) \mathbf{P}+\mathbf{Q} \tag{E.71}
\end{equation*}
$$

To get this result ${ }^{7}$, we start with the following candidate Lyapunov function $V(\underline{x})$ where $\mathbf{P}$ is a positive definite matrix:

$$
\begin{equation*}
V(\underline{x})=\underline{x}^{T} \mathbf{P} \underline{x} \tag{E.72}
\end{equation*}
$$

Then setting $\underline{u}=\mathbf{K} \underline{x}$ and using (E.66), the time derivative of $V(\underline{x})$ reads:

$$
\begin{align*}
\dot{V}(\underline{x})= & \dot{x}^{T} \mathbf{P} \underline{x}+\underline{x}^{T} \mathbf{P} \underline{x} \\
= & \left(\mathbf{A} \underline{x}+\mathbf{B}_{0} \mathbf{K} \underline{x}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \mathbf{K} \underline{x}\right)^{T} \mathbf{P} \underline{x} \\
& +\underline{x}^{T} \mathbf{P}\left(\left(\mathbf{A} \underline{x}+\mathbf{B}_{0} \mathbf{K} \underline{x}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \mathbf{K} \underline{x}\right)\right)  \tag{E.73}\\
= & \underline{x}^{T}\left(\mathbf{A}^{T} \mathbf{P}+\mathbf{K}^{T} \mathbf{B}_{0}^{T} \mathbf{P}+\mathbf{K}^{T}\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)^{T} \mathbf{P}\right) \underline{x} \\
& +\underline{x}^{T}\left(\mathbf{P A}+\mathbf{P} \mathbf{B}_{0} \mathbf{K}+\mathbf{P}\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \mathbf{K}\right) \underline{x}
\end{align*}
$$

[^79]Let vector $\underline{v}$ be defined as follows:

$$
\begin{equation*}
\underline{v}=\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \mathbf{K} \underline{x} \tag{E.74}
\end{equation*}
$$

Then the time derivative of $V(\underline{x})$ reads:

$$
\begin{align*}
\dot{V}(\underline{x})= & \underline{x}^{T}\left(\mathbf{A}^{T} \mathbf{P}+\mathbf{K}^{T} \mathbf{B}_{0}^{T} \mathbf{P}\right) \underline{x}+\underline{v}^{T} \mathbf{P} \underline{x} \\
& \quad+\underline{x}^{T}\left(\mathbf{P A}+\mathbf{P} \mathbf{B}_{0} \mathbf{K}\right) \underline{x}+\underline{x}^{T} \mathbf{P} \underline{v}  \tag{E.75}\\
= & \underline{x}^{T}\left(\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)^{T} \mathbf{P}+\mathbf{P}\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)\right) \underline{x}+2 \underline{x}^{T} \mathbf{P} \underline{v}
\end{align*}
$$

On the other hand, we can write:

$$
\begin{align*}
(\mathbf{P} \underline{x}-\mathbf{T} \underline{v})^{T} \mathbf{T}^{-1}(\mathbf{P} \underline{x}-\mathbf{T} \underline{v}) & =\left(\underline{x}^{T} \mathbf{P}-\underline{v}^{T} \mathbf{T}\right)\left(\mathbf{T}^{-1} \mathbf{P} \underline{x}-\underline{v}\right)  \tag{E.76}\\
& =\underline{x}^{T} \mathbf{P} \mathbf{T}^{-1} \mathbf{P} \underline{x}-2 \underline{x}^{T} \mathbf{P} \underline{v}+\underline{v}^{T} \mathbf{T} \underline{v}
\end{align*}
$$

Thus:

$$
\begin{equation*}
2 \underline{x}^{T} \mathbf{P} \underline{v}=\underline{x}^{T} \mathbf{P} \mathbf{T}^{-1} \mathbf{P} \underline{x}+\underline{v}^{T} \mathbf{T} \underline{v}-(\mathbf{P} \underline{x}-\mathbf{T} \underline{v})^{T} \mathbf{T}^{-1}(\mathbf{P} \underline{x}-\mathbf{T} \underline{v}) \tag{E.77}
\end{equation*}
$$

Then $\dot{V}(\underline{x})$ becomes:

$$
\begin{gather*}
\dot{V}(\underline{x})=\underline{x}^{T}\left(\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)^{T} \mathbf{P}+\mathbf{P}\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)+\mathbf{P} \mathbf{T}^{-1} \mathbf{P}\right) \underline{x} \\
-(\mathbf{P} \underline{x}-\mathbf{T} \underline{v})^{T} \mathbf{T}^{-1}(\mathbf{P} \underline{x}-\mathbf{T} \underline{v}) \\
+\underline{v}^{T} \mathbf{T} \underline{v} \\
=\underline{x}^{T}\left(\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)^{T} \mathbf{P}+\mathbf{P}\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)+\mathbf{P} \mathbf{T}^{-1} \mathbf{P}+\mathbf{K}^{T} \mathbf{R K}\right) \underline{x} \\
-(\mathbf{P} \underline{x}-\mathbf{T} \underline{v})^{T} \mathbf{T}^{-1}(\mathbf{P} \underline{x}-\mathbf{T} \underline{v}) \\
+\underline{v}^{T} \mathbf{T} \underline{v}-\underline{x}^{T} \mathbf{K}^{T} \mathbf{R K} \underline{x} \tag{E.78}
\end{gather*}
$$

Finally using (E.68) we get the following inequality:

$$
\begin{equation*}
\underline{v}^{T} \mathbf{T} \underline{v}=\underline{x}^{T} \mathbf{K}^{T}\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)^{T} \mathbf{T}\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \mathbf{K} \underline{x} \leq \underline{x}^{T} \mathbf{K}^{T} \mathbf{R K} \underline{x} \tag{E.79}
\end{equation*}
$$

Thus $\underline{v}^{T} \mathbf{T} \underline{v}-\underline{x}^{T} \mathbf{K}^{T} \mathbf{R K} \underline{x} \leq 0$ and $\dot{V}(\underline{x})<0 \forall \underline{x} \neq \underline{0}$ as soon as the following equality holds where $\mathbf{Q} \in \mathbb{R}^{n \times n}$ is some positive definite matrix:

$$
\begin{equation*}
\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)^{T} \mathbf{P}+\mathbf{P}\left(\mathbf{A}+\mathbf{B}_{0} \mathbf{K}\right)+\mathbf{K}^{T} \mathbf{R K}+\mathbf{P} \mathbf{T}^{-1} \mathbf{P}=-\mathbf{Q}<0 \tag{E.80}
\end{equation*}
$$

This completes the proof.

## E.6.2 Quadratic state feedback

Consider the following bilinear system where state vector $\underline{x} \in \mathbb{R}^{n}$, control $\underline{u} \in$ $\mathbb{R}^{m}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B}_{0} \in \mathbb{R}^{n \times m}$ and $\mathbf{B}_{j} \in \mathbb{R}^{n \times n} \forall j>0$ :

$$
\begin{equation*}
\underline{\dot{x}}=\mathbf{A} \underline{x}+\mathbf{B}_{0} \underline{u}+\left(\sum_{j=1}^{m} u_{j} \mathbf{B}_{j}\right) \underline{x} \tag{E.81}
\end{equation*}
$$

Let $\mathbf{B}_{0}$ be split as follows where $\underline{b}_{j 0}$ represents the $j^{\text {th }}$ column of $\mathbf{B}_{0}$ :

$$
\begin{equation*}
\mathbf{B}_{0}=\left[\underline{b}_{10}|\cdots| \underline{b}_{m 0}\right] \tag{E.82}
\end{equation*}
$$

Following Gutman ${ }^{8}$, assume that there exists a positive definite matrix $\mathbf{P}=$ $\mathbf{P}^{T}>0$ such that in the set $\left\{\underline{x} \mid \underline{x}^{T}\left(\mathbf{A}^{T} \mathbf{P}+\mathbf{P A}\right) \underline{x}>0\right\}$ the following relation holds:

$$
\left[\begin{array}{c}
\left(\underline{b}_{10}+\mathbf{B}_{1} \underline{x}\right)^{T} \mathbf{P} \underline{x}  \tag{E.83}\\
\vdots \\
\left(\underline{b}_{m 0}+\mathbf{B}_{m} \underline{x}\right)^{T} \mathbf{P} \underline{x}
\end{array}\right] \neq \mathbf{0}
$$

Then there exists an $\alpha>0$ such that following control will stabilize the bilinear system (E.81):

$$
\begin{equation*}
u_{j}=-\alpha\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)^{T} \mathbf{P} \underline{x} \quad j=1, \cdots, m \tag{E.84}
\end{equation*}
$$

Thanks to this control, the closed loop reads:

$$
\begin{align*}
\underline{\dot{x}} & =\underline{\dot{x}}=\mathbf{A} \underline{x}+\mathbf{B}_{0} \underline{u}+\left(\sum_{j=1}^{m} u_{j} \mathbf{B}_{j}\right) \underline{x} \\
& =\mathbf{A} \underline{x}+\sum_{j=1}^{m} u_{j} \underline{b}_{j 0}+\left(\sum_{j=1}^{m} u_{j} \mathbf{B}_{j}\right) \underline{x}  \tag{E.85}\\
& \left.=\mathbf{A} \underline{x}+\sum_{j=1}^{m} \underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right) u_{j} \\
& =\mathbf{A} \underline{x}-\alpha \sum_{j=1}^{m}\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)^{T} \mathbf{P} \underline{x}
\end{align*}
$$

Then the following candidate Lyapunov function $V(\underline{x})$ where $\mathbf{P}$ is a positive definite matrix is introduced:

$$
\begin{equation*}
V(\underline{x})=\underline{x}^{T} \mathbf{P} \underline{x} \tag{E.86}
\end{equation*}
$$

Then the time derivative of $V(\underline{x})$ reads:

$$
\begin{align*}
\dot{V}(\underline{x})= & \dot{x}^{T} \mathbf{P} \underline{x}+\underline{x}^{T} \mathbf{P} \underline{x} \\
= & \left(\mathbf{A} \underline{x}-\alpha \sum_{j=1}^{m}\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)^{T} \mathbf{P} \underline{x}\right)^{T} \mathbf{P} \underline{x} \\
& \quad+\underline{x}^{T} \mathbf{P}\left(\mathbf{A} \underline{x}-\alpha \sum_{j=1}^{m}\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)^{T} \mathbf{P} \underline{x}\right)  \tag{E.87}\\
= & \underline{x}^{T}\left(\mathbf{A}^{T} \mathbf{P}+\mathbf{P} \mathbf{A}\right) \underline{x} \\
& \quad-2 \alpha \underline{x}^{T} \mathbf{P}\left(\sum_{j=1}^{m}\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)^{T}\right) \mathbf{P} \underline{x} \\
= & \underline{x}^{T}\left(\mathbf{A}^{T} \mathbf{P}+\mathbf{P A}\right) \underline{x}-2 \alpha \sum_{j=1}^{m}\left(\underline{x}^{T} \mathbf{P}\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)\right)^{2}
\end{align*}
$$

Alternatively, we can write:

$$
\begin{equation*}
\dot{V}(\underline{x})=\underline{x}^{T}\left(\mathbf{A}^{T} \mathbf{P}+\mathbf{P A}-\mathbf{P} \mathbf{W}(\underline{x}) \mathbf{P}\right) \underline{x} \tag{E.88}
\end{equation*}
$$

where:

$$
\begin{equation*}
\mathbf{W}(\underline{x})=2 \alpha\left(\sum_{j=1}^{m}\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)\left(\underline{b}_{j 0}+\mathbf{B}_{j} \underline{x}\right)^{T}\right) \tag{E.89}
\end{equation*}
$$

[^80]
## E.6.3 Optimal control

We consider the following the following time invariant single input bilinear system where state vector $\underline{x} \in \mathbb{R}^{n}$, control $\underline{u} \in \mathbb{R}^{m}, \mathbf{A} \in \mathbb{R}^{n \times n}$ and $\mathbf{B}_{i} \in \mathbb{R}^{n \times 1}$ :

$$
\begin{equation*}
\underline{\dot{x}}=\mathbf{A} \underline{x}+\mathbf{B}_{0} \underline{u}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \underline{u} \tag{E.90}
\end{equation*}
$$

We also consider the following cost function to be minimized where $\mathbf{Q}$ is a semi-definite matrix and $\mathbf{R}$ a positive definite matrix:

$$
\begin{equation*}
J(\underline{u})=\frac{1}{2} \int_{0}^{\infty}\left(\underline{x}^{T} \mathbf{Q} \underline{x}+\underline{u}^{T} \mathbf{R} \underline{u}\right) d t \tag{E.91}
\end{equation*}
$$

Denoting $\underline{\lambda}$ the costate variable, the Hamiltonian $H$ related to this optimal control problem reads:

$$
\begin{equation*}
H=\frac{1}{2}\left(\underline{x}^{T} \mathbf{Q} \underline{x}+\underline{u}^{T} \mathbf{R} \underline{u}\right)+\underline{\lambda}^{T}\left(\mathbf{A} \underline{x}+\mathbf{B}_{0} \underline{u}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \underline{u}\right) \tag{E.92}
\end{equation*}
$$

The optimal control is determined by necessary optimality condition $\frac{\partial H}{\partial \underline{u}}=\underline{0}$. We get:

$$
\begin{equation*}
\frac{\partial H}{\partial \underline{u}}=\underline{0} \Rightarrow \mathbf{R} \underline{u}+\mathbf{B}_{0}^{T} \underline{\lambda}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}^{T}\right) \underline{\lambda}=\underline{0} \tag{E.93}
\end{equation*}
$$

Thus we get:

$$
\begin{align*}
\underline{u} & =-\mathbf{R}^{-1}\left(\mathbf{B}_{0}^{T}+\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}^{T}\right) \underline{\lambda} \\
& =-\mathbf{R}^{-1}\left(\mathbf{B}_{0}+\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)^{T} \underline{\lambda} \tag{E.94}
\end{align*}
$$

Furthermore costate variable $\underline{\lambda}$ satisfies $\frac{\partial H}{\partial \underline{x}}=-\underline{\dot{\lambda}}$. We get:

$$
\begin{align*}
& \frac{\partial H}{\partial \underline{x}}=-\underline{\dot{\lambda}} \Rightarrow \mathbf{Q} \underline{x}+\left(\begin{array}{lll}
\left.\mathbf{A}^{T}+\left[\begin{array}{lll}
\mathbf{B}_{1} & \cdots & \mathbf{B}_{n}
\end{array}\right]^{T} \underline{u}\right) \underline{\lambda}=-\underline{\dot{\lambda}}
\end{array}\right. \\
& \Leftrightarrow \underline{\dot{\lambda}}=-\mathbf{Q} \underline{x}-\left(\mathbf{A}^{T}+\left[\begin{array}{lll}
\mathbf{B}_{1} & \cdots & \mathbf{B}_{n}
\end{array}\right]^{T} \underline{u}\right) \underline{\lambda}  \tag{E.95}\\
& =-\mathbf{Q} \underline{x}-\mathbf{A}^{T} \underline{\lambda}-\underline{u}\left[\begin{array}{lll}
\mathbf{B}_{1} & \cdots & \mathbf{B}_{n}
\end{array}\right]^{T} \underline{\lambda}
\end{align*}
$$

Control $\underline{u}$ in (E.94) is then inserted into state equation (E.90) and costate equation (E.95). In order to stay in close proximity to the Riccati approach in the linear-quadratic optimization, those equations are written in the same form as in the linear case, namely ${ }^{9}$ :

$$
\left\{\begin{array}{l}
\underline{\dot{x}}=\widetilde{\mathbf{A}} \underline{x}-\widetilde{\mathbf{B}} \mathbf{R}^{-1} \widetilde{\mathbf{B}}^{T} \underline{\lambda}  \tag{E.96}\\
\underline{\tilde{\mathbf{Q}}} \underline{x}-\widetilde{\mathbf{A}} \underline{\lambda}
\end{array}\right.
$$

[^81]where:
\[

\left\{$$
\begin{array}{rlr}
\widetilde{\mathbf{A}}_{i j}=\mathbf{A}_{i j}-\frac{1}{2}\left[\left(\mathbf{B}_{j} \mathbf{R}^{-1} \mathbf{B}_{0}^{T}+\mathbf{B}_{0} \mathbf{R}^{-1} \mathbf{B}_{j}^{T}\right) \underline{\lambda}\right]_{i} & i, j=1, \cdots, n \\
\widetilde{\mathbf{Q}}_{i j}=\mathbf{Q}_{i j}-\frac{1}{2} \underline{\lambda}^{T}\left(\mathbf{B}_{i} \mathbf{R}^{-1} \mathbf{B}_{j}^{T}+\mathbf{B}_{j} \mathbf{R}^{-1} \mathbf{B}_{i}^{T}\right) \underline{\lambda} & i, j=1, \cdots, n  \tag{E.97}\\
\widetilde{\mathbf{B}} \mathbf{R}^{-1} \widetilde{\mathbf{B}}^{T}=\left(\mathbf{B}_{0}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)\right) \mathbf{R}^{-1}\left(\mathbf{B}_{0}+\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)\right)^{T} \\
& -\frac{1}{2}\left(\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right) \mathbf{R}^{-1} \mathbf{B}_{0}^{T}+\mathbf{B}_{0} \mathbf{R}^{-1}\left(\sum_{i=1}^{n} x_{i} \mathbf{B}_{i}\right)^{T}\right)
\end{array}
$$\right.
\]

Then an iteration procedure in close proximity to the Riccati approach can be used to get the control ${ }^{9}$.

## Appendix F

## Introduction to fractional systems

## F. 1 Pre-filtering

A prefilter $C_{p f}(s)$ is a controller which is situated outside the feedback loop as shown in Figure F.1.

What is the purpose of the prefilter ? Once the controller $C(s)$ is designed the poles of the feedback loop transfer function $\frac{Y(s)}{R_{p f}(s)}$ are set. Nevertheless the numerator of this transfer function is not mastered and the zeros of $\frac{Y(s)}{R_{p f}(s)}$ may cause undesirable overshoots in the transient response of the closed loop system. The purpose of the prefilter $C_{p f}(s)$ is to reduce or eliminate such overshoots in the closed loop system.

Let $N_{c l}(s)$ be the numerator of transfer function $\frac{Y(s)}{R_{p f}(s)}$ and $D_{c l}(s)$ its denominator:

$$
\begin{equation*}
\frac{Y(s)}{R_{p f}(s)}=\frac{N_{c l}(s)}{D_{c l}(s)} \tag{F.1}
\end{equation*}
$$

The prefilter $C_{p f}(s)$ is then designed such that its poles cancel the zeros of the closed loop system, that are the roots of $N_{c l}(s)$. Furthermore the numerator of the prefilter is usually set to be a constant $K_{p f}$ such that the transfer function of the full system reads:

$$
\begin{equation*}
\frac{Y(s)}{R(s)}=\frac{K_{p f}}{D_{c l}(s)} \tag{F.2}
\end{equation*}
$$



Figure F.1: Feedback loop design with prefilter

As a consequence the transfer function of the prefilter reads:

$$
\begin{equation*}
C_{p f}(s)=\frac{K_{p f}}{N_{c l}(s)} \tag{F.3}
\end{equation*}
$$

Usually constant $K_{p f}$ is set such that the static gain of $\frac{Y(s)}{R(s)}$ is unitary, meaning that the position error is zero:

$$
\begin{equation*}
\left.\frac{Y(s)}{R(s)}\right|_{s=0}=1 \Rightarrow K_{p f}=D_{c l}(0) \tag{F.4}
\end{equation*}
$$

## F. 2 Design steps

The general scheme for the controlled system is provided in Figure F. 1 where $C_{p f}(s)$ is the transfer function of the prefilter.

The design philosophy is to set the transfer function $C(s)$ of the controller and the transfer function $C_{p f}(s)$ of the prefilter in order to force the transfer function of the full system to have the following expression where $K_{p f}$ is a constant gain and $D_{c l}(s)$ a polynomial formed with the desired closed loop poles:

$$
\begin{equation*}
\frac{Y(s)}{R(s)}=\frac{K_{p f}}{D_{c l}(s)} \tag{F.5}
\end{equation*}
$$

The design steps of the control loop are the following:

- Design the controller $C(s)$ such that transfer function of feedback loop without prefiltering $\left(C_{p f}(s)=1\right)$ has the desired denominator $D_{c l}(s)$. In other words controller $C(s)$ is used to set the poles of the controlled system.
- Design the prefilter $C_{p f}(s)$ such that transfer function of the full system does not have any zero:

$$
\begin{equation*}
\frac{Y(s)}{R(s)}=\frac{K_{p f}}{D_{c l}(s)} \tag{F.6}
\end{equation*}
$$

In other words prefilter $C_{p f}(s)$ is used to shape the numerator of the transfer function of the controlled system.

Example F.1. Consider a plant with the following transfer function:

$$
\begin{equation*}
F(s)=\frac{1}{s(s-2)} \tag{F.7}
\end{equation*}
$$

Obviously the plant is not stable, indeed there is one pole at +2 . In order to stabilize the plant we decide to use the following PD controller (we do not use an integral action because the plant $F(s)$ has already an integral term):

$$
\begin{equation*}
C(s)=K_{p}+K_{d} s \tag{F.8}
\end{equation*}
$$

Furthermore we set the targeted transfer function of the controlled system as follows (see Figure F.1):

$$
\begin{equation*}
\frac{Y(s)}{R(s)}=\frac{2}{s^{2}+5 s+2} \tag{F.9}
\end{equation*}
$$

The first step of the design is to set the values $K_{p}$ and $K_{d}$ of the PD controller such that the denominator of the targeted transfer function is achieved. Transfer function $\frac{Y(s)}{R_{p f}(s)}$ (no prefilter here) reads:

$$
\begin{align*}
\frac{Y(s)}{R_{p f}(s)} & =\frac{C(s) F(s)}{1+C(s) F(s)} \\
& =\frac{K_{p}+K_{d} s}{K_{p}+K_{d} s+s(s-2)}  \tag{F.10}\\
& =\frac{K_{p}+K_{d} s}{s^{2}+s\left(K_{d}-2\right)+K_{p}}
\end{align*}
$$

The actual denominator will be equal to the targeted denominator as soon as $K_{p}$ and $K_{d}$ are set as follows:

$$
s^{2}+s\left(K_{d}-2\right)+K_{p}=s^{2}+5 s+2 \Rightarrow\left\{\begin{array}{l}
K_{d}=7  \tag{F.11}\\
K_{p}=2
\end{array}\right.
$$

Thus transfer function $\frac{Y(s)}{R_{p f}(s)}$ (no prefilter here) reads:

$$
\begin{equation*}
\frac{Y(s)}{R_{p f}(s)}=\frac{K_{p}+K_{d} s}{s^{2}+s\left(K_{d}-2\right)+K_{p}}=\frac{2+7 s}{s^{2}+5 s+2} \tag{F.12}
\end{equation*}
$$

Taking now into account prefilter $C_{p f}(s)$ transfer function $\frac{Y(s)}{R(s)}$ reads:

$$
\begin{equation*}
\frac{Y(s)}{R(s)}=\frac{R_{p f}(s)}{R(s)} \frac{Y(s)}{R_{p f}(s)}=C_{p f}(s) \frac{2+7 s}{s^{2}+5 s+2} \tag{F.13}
\end{equation*}
$$

Thus transfer function of the controlled system will read $\frac{Y(s)}{R(s)}=\frac{2}{s^{2}+5 s+2}$ as soon as prefilter $C_{p f}(s)$ is set as follows:

$$
\begin{equation*}
\frac{Y(s)}{R(s)}=\frac{2}{s^{2}+5 s+2} \Rightarrow C_{p f}(s)=\frac{2}{2+7 s} \tag{F.14}
\end{equation*}
$$

## F. 3 Pre-filtering design for non-minimum phase feedback loop

Sometimes the numerator of the feedback loop transfer function $\frac{Y(s)}{R_{p f}(s)}$ has zeros with positive real part. Such transfer functions with zeros in the right half plane in the complex plane, that is with positive real part, are called non-minimum phase transfer functions. As far as the denominator of the prefilter is set to the numerator of the feedback loop transfer function this leads to an unstable prefilter, which is not acceptable.

Suppose that feedback loop transfer function $G(s)=\frac{Y(s)}{R_{p f}(s)}$ has a positive real zero of order one at $s=z>0$, that is $G(z)=0$ and $\left.\frac{d G(s)}{d s}\right|_{s=z} \neq 0$. Such a transfer function can be decomposed as follows ${ }^{1}$ where $G_{m p}(s)$ is a minimum phase transfer function:

$$
\begin{equation*}
G(s)=\left(1-\frac{s}{z}\right) G_{m p}(s) \tag{F.15}
\end{equation*}
$$

Using remarkable identity $1-x^{2}=(1-x)(1+x)$, the term $1-\frac{s}{z}$ in the preceding equation can be expanded using fractional powers of $s$ as follows:

$$
\begin{align*}
1-\frac{s}{z} & =\left(1-\left(\frac{s}{z}\right)^{1 / 2}\right)\left(1+\left(\frac{s}{z}\right)^{1 / 2}\right) \\
& =\left(1-\left(\frac{s}{z}\right)^{1 / 4}\right)\left(1+\left(\frac{s}{z}\right)^{1 / 4}\right)\left(1+\left(\frac{s}{z}\right)^{1 / 2}\right)  \tag{F.16}\\
& =\left(1-\left(\frac{s}{z}\right)^{1 / 8}\right)\left(1+\left(\frac{s}{z}\right)^{1 / 8}\right)\left(1+\left(\frac{s}{z}\right)^{1 / 4}\right)\left(1+\left(\frac{s}{z}\right)^{1 / 2}\right) \\
& =\cdots
\end{align*}
$$

That is:

$$
\begin{equation*}
1-\frac{s}{z}=\left(1-\left(\frac{s}{z}\right)^{1 / M}\right) \prod_{k=0}^{\log _{2}(M / 2)}\left(1+\left(\frac{s}{z}\right)^{2^{k} / M}\right) \tag{F.17}
\end{equation*}
$$

where $\log _{2}(M / 2)$ is the base 2 logarithm of $M / 2$ and $M$ is any number multiple of 2 .

The positive real zero $z$ can then be partially compensated through the term $D_{M}(s)=\prod_{k=0}^{\log _{2}(M / 2)}\left(1+\left(\frac{s}{z}\right)^{2^{k} / M}\right)$ which will appear in the denominator of the transfer function of the prefilter. Indeed it can be shown ${ }^{1}$ that $G_{M}(s)=$ $\left(1-\left(\frac{s}{z}\right)^{1 / M}\right) G_{m p}(s)$ has a weaker non-minimum phase zero at $s=z$ than $G(s)=\left(1-\frac{s}{z}\right) G_{m p}(s)$.

The next step consists in approximating the state space fractional system with the following transfer function $G_{f}(s)$ which will appear in the prefilter:

$$
\begin{equation*}
G_{f}(s)=\frac{1}{\prod_{k=0}^{\log _{2}(M / 2)}\left(1+\left(\frac{s}{z}\right)^{2^{k} / M}\right)} \tag{F.18}
\end{equation*}
$$

## F. 4 Mathematical Definitions of Fractional Integral and Derivative

The most encountered definition of the fractional integral is called RiemannLiouville ( RL ) fractional integral and is defined as follows where $q \in \mathbb{R}^{+}$is the order of integral and $\Gamma(q)$ is the Gamma function ${ }^{2}$ :

$$
\left\{\begin{array}{l}
\mathcal{D}^{-q} x(t):=\frac{1}{\Gamma(q)} \int_{t_{0}}^{t}(t-\tau)^{q-1} x(\tau) d \tau  \tag{F.19}\\
\Gamma(q)=\int_{0}^{\infty} e^{-t} t^{q-1} d t
\end{array}\right.
$$

[^82]The above expression is used to define the fractional derivative as follows, where $m \in \mathbb{N}$ satisfies $m-1<q \leq m$ :

$$
\begin{equation*}
\mathcal{D}^{q} x(t):=\frac{d^{m}}{d t^{m}}\left(\mathcal{D}^{-(m-q)} x(t)\right)=\frac{1}{\Gamma(m-q)} \frac{d^{m}}{d t^{m}} \int_{t_{0}}^{t}(t-\tau)^{m-q-1} x(\tau) d \tau \tag{F.20}
\end{equation*}
$$

The Laplace transform of the Riemann-Liouville (RL) fractional derivative/integral under zero initial conditions for the order $q$ is given by:

$$
\begin{equation*}
X(s)=\mathcal{L}[x(t)] \Rightarrow \mathcal{L}\left[\mathcal{D}^{ \pm q} x(t)\right]=s^{ \pm q} X(s) \tag{F.21}
\end{equation*}
$$

## F. 5 CRONE approximation of fractional derivative

CRONE (Commande Robuste d'Ordre Non-Entier: this is the French abbreviation for Non Integer Order Robust Control which was introduced by A. Oustaloup ${ }^{3}$ ) is a method which enables to approximate the infinite dimension fractional filter $s^{\alpha_{i}}, \alpha_{i} \in(0,1)$, by the following finite dimension rational transfer function $G_{\alpha_{i}}(s)^{4}$ :

$$
\begin{equation*}
s^{\alpha_{i}} \approx G_{\alpha_{i}}(s)=\left(\frac{1}{\omega_{B}}\right)^{\alpha_{i}} \frac{\prod_{i=-N}^{i=+N}\left(1+\frac{s}{\omega_{z, i}}\right)}{\prod_{i=-N}^{i=+N}\left(1+\frac{s}{\omega_{p, i}}\right)} \tag{F.22}
\end{equation*}
$$

In order to obtain a good accuracy in a frequency range $\left(\omega_{\min }, \omega_{\max }\right)$, poles and zeros are distributed in a broader frequency range $\left(\omega_{A}, \omega_{B}\right)$ defined as a function of $\left(\omega_{\min }, \omega_{\max }\right)$ and an adjustment coefficient $\sigma$ which is often chosen to $\sigma=10$ :

$$
\left\{\begin{array}{l}
\omega_{B}=\sigma \omega_{\max }  \tag{F.23}\\
\omega_{A}=\frac{\omega_{\min }}{\sigma} \\
\eta=\left(\frac{\omega_{B}}{\omega_{A}}\right)^{\left(1-\alpha_{i}\right) /(2 N+1)} \\
\delta=\left(\frac{\omega_{B}}{\omega_{A}}\right)^{\alpha_{i} /(2 N+1)} \\
\omega_{z,-N}=\sqrt{\eta} \omega_{A} \\
\omega_{p, i}=\delta \omega_{z, i} \quad i=-N, \cdots, N \\
\omega_{z, i+1}=\eta \omega_{p, i} \quad i=-N, \cdots, N-1
\end{array}\right.
$$

We recall that as far as the approximated transfer function $G_{\alpha_{i}}(s)$ of $s^{\alpha_{i}}$ has distinct real poles $\lambda_{i}$, its partial fraction expansion reads:

$$
\begin{align*}
s^{\alpha_{i}} \approx G_{\alpha_{i}}(s) & =\frac{N(s)}{D(s)}+d \\
& =\frac{N(s)}{\left(s-\lambda_{1}\right)\left(s-\lambda_{2}\right) \cdots\left(s-\lambda_{n}\right)}+d  \tag{F.24}\\
& =\frac{r_{1}}{s-\lambda_{1}}+\frac{r_{2}}{s-\lambda_{2}}+\cdots+\frac{r_{n}}{s-\lambda_{n}}+d
\end{align*}
$$

Number $r_{i}$ is called the residue of transfer function $G_{\alpha_{i}}(s)$ in $\lambda_{i}$. When the multiplicity of the pole (or eigenvalue) $\lambda_{i}$ is 1 we have seen that residue $r_{i}$ can be obtained thanks to the following formula:

$$
\begin{equation*}
r_{i}=\left.\left(s-\lambda_{i}\right) G_{\alpha_{i}}(s)\right|_{s=\lambda_{i}} \tag{F.25}
\end{equation*}
$$

[^83]Now we define constants $b_{i}$ and $c_{i}$ such that the product $b_{i} c_{i}$ is equal to $r_{i}$ :

$$
\begin{equation*}
r_{i}=b_{i} c_{i} \tag{F.26}
\end{equation*}
$$

This leads to the following state-space representation, which is called the diagonal (Jordan) or modal form, corresponding to the approximation of $s^{\alpha_{i}}$ :

$$
s^{\alpha_{i}} \approx G_{\alpha_{i}}(s):\left\{\begin{array}{l}
\dot{\underline{z}}(t)=\mathbf{A}_{\alpha_{i}} \underline{z}(t)+\mathbf{B}_{\alpha_{i}} u(t)  \tag{F.27}\\
y(t)=\mathcal{D}^{\alpha_{i}} u(t) \approx \mathbf{C}_{\alpha_{i}} \underline{z}(t)+\mathbf{D}_{\alpha_{i}} u(t)
\end{array}\right.
$$

where:

$$
\left\{\begin{align*}
\mathbf{A}_{\alpha_{i}} & =\left[\begin{array}{rrrr}
\lambda_{1} & 0 & & 0 \\
0 & \lambda_{2} & & \vdots \\
\vdots & & \ddots & 0 \\
0 & \cdots & 0 & \lambda_{n}
\end{array}\right]  \tag{F.28}\\
\mathbf{B}_{\alpha_{i}} & =\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right] \\
\mathbf{C}_{\alpha_{i}} & =\left[\begin{array}{llll}
c_{1} & c_{2} & \cdots & c_{n}
\end{array}\right] \\
\mathbf{D}_{\alpha_{i}} & =d
\end{align*}\right.
$$

Similarly the Laplace transform of the fractional integration operator $\mathcal{I}^{\alpha_{i}}$ is $s^{-\alpha_{i}}$. The approximation of the fractional integration operation $s^{-\alpha_{i}}$ can be obtained by exploiting the following equality ${ }^{5}$ :

$$
\begin{equation*}
s^{-\alpha_{i}}=\frac{1}{s} s^{1-\alpha_{i}} \tag{F.29}
\end{equation*}
$$

Because $0 \leq 1-\alpha_{i} \leq 1$ as soon as $\alpha_{i} \in(0,1)$, fractional integration operation $s^{1-\alpha_{i}}$ can be approximated by a transfer function similar to (F.22). Then the finite dimension rational model is multiplied by $\frac{1}{s}$ which leads to a strictly proper approximation $\frac{1}{s} s^{1-\alpha_{i}}$ of the fractional order integration operation $s^{-\alpha_{i}}$ :

$$
\begin{equation*}
s^{-\alpha_{i}}=\frac{1}{s} s^{1-\alpha_{i}} \approx \frac{1}{s} G_{1-\alpha_{i}}(s) \tag{F.30}
\end{equation*}
$$

Because $\frac{1}{s} s^{1-\alpha_{i}}$ is a strictly proper transfer function, matrix $\mathbf{D}_{-\alpha_{i}}$ is null. The state space representation corresponding to the approximation of $s^{-\alpha_{i}}$ reads:

$$
s^{-\alpha_{i}} \approx \frac{1}{s} G_{1-\alpha_{i}}(s):\left\{\begin{align*}
\dot{\dot{z}}(t) & =\mathbf{A}_{-\alpha_{i}} \underline{z}(t)+\mathbf{B}_{-\alpha_{i}} u(t)  \tag{F.31}\\
y(t) & =\mathcal{I}^{\alpha_{i}} u(t) \approx \mathbf{C}_{-\alpha_{i}} \underline{z}(t)
\end{align*}\right.
$$

[^84]

Figure F.2: Block diagram of a state-space representation

## F. 6 State space fractional systems

Usually the state space model of an integer linear time invariant system is the following:

$$
\left\{\begin{array}{l}
\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{F.32}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

Where:

- $\underline{x}(t)$ is the state vector, which is of dimension $n$. The number $n$ of the state vector components is called the order of the system;
- $\underline{u}(t)$ is the input of the system;
- $\underline{y}(t)$ is the output of the system.

State vector $\underline{x}(t)$ can be defined as a set of variables such that their knowledge at the initial time $t_{0}=0$, together with knowledge of system inputs $\underline{u}(t)$ at $t \geq 0$ are sufficient to predict the future system state and output $\underline{y}(t)$ for all time $t>0$.

Both equations in (F.32) have a name:

- Equation $\underline{\dot{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)$ is named as the state equation;
- Equation $\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)$ is named as the output equation.

The state equation and the output equation both constitute the state-space representation of the system.

The block diagram corresponding to the state-space representation (F.32) is shown in Figure F.2.

The corresponding transfer function of the model is given by:

$$
\begin{equation*}
\mathbf{G}(s)=\mathbf{C}(s \mathbb{I}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D} \tag{F.33}
\end{equation*}
$$

State space representation (F.32) can be extended to fractional case as follows ${ }^{6}$ :

$$
\left\{\begin{array}{l}
\mathcal{D}_{\underline{\alpha}}^{\underline{x}}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t)  \tag{F.34}\\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.
$$

[^85]where:
\[

\mathcal{D}^{\alpha} x(t)=\left[$$
\begin{array}{lll}
\mathcal{D}^{\alpha_{1}} x_{1}(t) & \cdots & \mathcal{D}^{\alpha_{n}} x_{n}(t) \tag{F.35}
\end{array}
$$\right]^{T}
\]

Denoting by $\left[\alpha_{k}\right]$ the integer part of $\alpha_{k}$ the Laplace transform of the fractional Caputo derivative $\mathcal{D}^{\alpha_{k}} x_{k}(t)$ is ${ }^{6}$ :

$$
\begin{equation*}
\mathcal{L}\left[\mathcal{D}^{\alpha_{k}} x_{k}(t)\right]=s^{\alpha_{k}} \mathcal{L}\left[x_{k}(t)\right]-\left.\sum_{i=0}^{\left[\alpha_{k}\right]-1} s^{\alpha_{k}-i-1} \frac{d^{i} x_{k}(t)}{d t^{i}}\right|_{t=0} \tag{F.36}
\end{equation*}
$$

If all fractional orders are multiples of the same real number $\alpha \in(0,1)$ (commensurate fractional-order systems), operator $\mathcal{D} \underline{\underline{\alpha}} \underline{x}(t)$ simplifies as follows:

$$
\mathcal{D}^{\underline{\alpha}} \underline{x}(t)=\left[\begin{array}{lll}
\mathcal{D}^{\alpha} x_{1}(t) & \cdots & \mathcal{D}^{\alpha} x_{n}(t) \tag{F.37}
\end{array}\right]^{T}
$$

Example F.2. The following example presents a fractional state space representation and its corresponding transfer function ${ }^{4}$ :

$$
\left\{\begin{array}{l}
{\left[\begin{array}{l}
\mathcal{D}^{1.56} \underline{x}_{1}(t) \\
\mathcal{D}^{1.13} \underline{x}_{2}(t) \\
\mathcal{D}^{0.77} \\
\underline{x}_{3}(t)
\end{array}\right]=\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
-4 & -20 & -10
\end{array}\right] \underline{x}(t)+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] \underline{u}(t)}  \tag{F.38}\\
\underline{y}(t)=\left[\begin{array}{lll}
4 & 1 & 0
\end{array}\right] \underline{x}(t)
\end{array}\right.
$$

The corresponding transfer function is the following:

$$
\begin{equation*}
G(s)=\frac{s^{1.56}+4}{s^{3.46}+10 s^{2.69}+20 s^{1.56}+4} \tag{F.39}
\end{equation*}
$$

Denoting by $y(t)$ the output of the system, it is worth noticing that the components of the state vector are the following where $y^{(i)}(t)$ indicates the $i^{\text {th }}$ time derivative of $y(t)$ :

$$
\underline{x}(t)=\left[\begin{array}{c}
y(t)  \tag{F.40}\\
y^{(1.56)}(t) \\
y^{(2.69)}(t)
\end{array}\right]
$$

Furthermore $\mathcal{D}^{1.56}$ corresponds to the lower fractional derivative which appears in the denominator of transfer function $G(s)$ whereas the others terms, $\mathcal{D}^{1.13}$ and $\mathcal{D}^{0.77}$ namely, are obtained by subtracting the consecutive fractional derivatives which appears in the denominator of transfer function $G(s)$.

Last but not least the fractional exponents which appear in the numerator of $G(s)$ are the same than those which appear in its denominator.

## F. 7 Approximation of fractional systems based on differentiation operator

The approximation of fractional systems based on differentiation operator is obtained by coupling (F.34) and (F.27):

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
\mathcal{D} \underline{\underline{\alpha}} \underline{x}(t)=\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t) \\
\underline{y}(t)=\mathbf{C} \underline{x}(t)+\mathbf{D} \underline{u}(t)
\end{array}\right.  \tag{F.41}\\
\left\{\begin{array}{l}
\dot{z}(t)=\mathbf{A}_{\underline{\alpha}} \underline{z}(t)+\mathbf{B}_{\underline{\alpha}} \underline{x}(t) \\
\overline{\mathcal{D}} \underline{\underline{x}} \underline{x}(t) \approx \mathbf{C}_{\underline{\alpha}} \underline{z}(t)+\mathbf{D}_{\underline{\alpha}} \underline{x}(t)
\end{array}\right.
\end{array}\right.
$$

Block-diagonal matrices $\mathbf{A}_{\underline{\alpha}} \in \mathbb{R}^{(2 N+1) \cdot n \times(2 N+1) \cdot n}, \mathbf{B}_{\underline{\alpha}} \in \mathbb{R}^{(2 N+1) \cdot n \times n}, \mathbf{C}_{\underline{\alpha}} \in$ $\mathbb{R}^{n \times(2 N+1) \cdot n}$ and $\mathbf{D}_{\underline{\alpha}} \in \mathbb{R}^{n \times n}$ are obtained from (F.27) as follows:

$$
\left\{\begin{array}{l}
\mathbf{A}_{\underline{\alpha}}=\operatorname{diag}\left[\begin{array}{lll}
\mathbf{A}_{\alpha_{1}} & \cdots & \mathbf{A}_{\alpha_{n}}
\end{array}\right]  \tag{F.42}\\
\mathbf{B}_{\underline{\alpha}}=\operatorname{diag}\left[\begin{array}{lll}
\mathbf{B}_{\alpha_{1}} & \cdots & \mathbf{B}_{\alpha_{n}}
\end{array}\right] \\
\mathbf{C}_{\underline{\alpha}}=\operatorname{diag}\left[\begin{array}{lll}
\mathbf{C}_{\alpha_{1}} & \cdots & \mathbf{C}_{\alpha_{n}}
\end{array}\right] \\
\mathbf{D}_{\underline{\alpha}}=\operatorname{diag}\left[\begin{array}{lll}
\mathbf{D}_{\alpha_{1}} & \cdots & \mathbf{D}_{\alpha_{n}}
\end{array}\right]
\end{array}\right.
$$

Equating the expression of $\mathcal{D} \underline{\underline{\alpha}} \underline{x}(t)$ in both equations of (F.41) yields to the expression of the state space vector $\underline{x}(t)$ of the fractional model:

$$
\begin{align*}
\mathbf{A} \underline{x}(t)+\mathbf{B} \underline{u}(t) & \approx \mathbf{C}_{\alpha} \underline{z}(t)+\mathbf{D}_{\underline{\alpha}} \underline{x}(t) \\
\Leftrightarrow \underline{x}(t) & \approx\left(\mathbf{A}-\mathbf{D}_{\underline{\alpha}}\right)^{-1}\left(\mathbf{C}_{\underline{\alpha}} \underline{z}(t)-\mathbf{B} \underline{u}(t)\right)  \tag{F.43}\\
& \approx\left(\mathbf{A}-\mathbf{D}_{\underline{\alpha}}\right)^{-1} \mathbf{C}_{\underline{\alpha} \underline{z}}(t)+\left(\mathbf{D}_{\underline{\alpha}}-\mathbf{A}\right)^{-1} \mathbf{B} \underline{u}(t)
\end{align*}
$$

Finally the approximation of fractional system (F.41) based on differentiation operator reads:

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\dot{z}}(t)=\mathbf{A}_{D} \underline{z}(t)+\mathbf{B}_{D} \underline{u}(t) \\
\underline{y}(t) \\
\approx \mathbf{C}_{D \underline{z}}(t)+\mathbf{D}_{D} \underline{u}(t)
\end{array}\right. \\
& \text { where }\left\{\begin{array}{l}
\mathbf{A}_{D}=\mathbf{A}_{\underline{\alpha}}+\mathbf{B}_{\underline{\alpha}}\left(\mathbf{A}-\mathbf{D}_{\underline{\alpha}}\right)^{-1} \mathbf{C}_{\underline{\alpha}} \\
\mathbf{B}_{D}=\mathbf{B}_{\underline{\alpha}}\left(\mathbf{D}_{\underline{\alpha}}-\mathbf{A}\right)^{-1} \mathbf{B} \\
\mathbf{C}_{D}=\mathbf{C}\left(\mathbf{A}-\mathbf{D}_{\underline{\alpha}}\right)^{-1} \mathbf{C}_{\underline{\alpha}} \\
\mathbf{D}_{D}=\mathbf{C}\left(\mathbf{D}_{\underline{\alpha}}-\mathbf{A}\right)^{-1} \mathbf{B}+\mathbf{D}
\end{array}\right. \tag{F.44}
\end{align*}
$$

## F. 8 Approximation of fractional systems based on integration operator

The inspection of Figure F. 2 shows that we may also choose the integral operator input $\underline{x}(t)=\int_{0}^{t} \underline{w}(\tau) d \tau$ as the state vector vector and write the corresponding state space model using the integral function instead of the derivative one. This yields to ${ }^{4}$ :

$$
\left\{\begin{array}{l}
\underline{w}(t)=\mathbf{A} \int_{0}^{t} \underline{w}(\tau) d \tau+\mathbf{B} \underline{u}(t)  \tag{F.45}\\
\underline{y}(t)=\mathbf{C} \int_{0}^{t} \underline{w}(\tau) d \tau+\mathbf{D} \underline{u}(t) \\
\underline{x}(t)=\int_{0}^{t} \underline{w}(\tau) d \tau
\end{array}\right.
$$

The corresponding transfer function of the model then given by

$$
\begin{equation*}
\mathbf{G}(s)=\mathbf{C} \frac{\mathbb{I}}{s}\left(\mathbb{I}-\mathbf{A} \frac{\mathbb{I}}{s}\right)^{-1} \mathbf{B}+\mathbf{D} \tag{F.46}
\end{equation*}
$$

Denoting by $\mathcal{I}^{\alpha_{i}}$ the fractional integration operator, state space representation (F.45) can be extended to fractional case as follows ${ }^{4}$ :

$$
\left\{\begin{array}{l}
\underline{w}(t)=\mathbf{A} \mathcal{I} \underline{\underline{\alpha}} \underline{w}(t)+\mathbf{B} \underline{u}(t)  \tag{F.47}\\
\underline{y}(t)=\mathbf{C} \mathcal{I} \underline{\underline{w}} \underline{w}(t)+\mathbf{D} \underline{u}(t) \\
\underline{x}(t)=\mathcal{I} \underline{\underline{\alpha}} \underline{w}(t)
\end{array}\right.
$$

where:

$$
\mathcal{I}^{\underline{\alpha}} \underline{w}(t)=\left[\begin{array}{lll}
\mathcal{I}^{\alpha_{1}} w_{1}(t) & \cdots & \mathcal{I}^{\alpha_{n}} w_{n}(t) \tag{F.48}
\end{array}\right]^{T}
$$

The approximation of fractional systems based on integration operator is obtained by coupling (F.47) and (F.31):

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
\underline{w}(t)=\mathbf{A} \mathcal{I} \underline{\alpha} \underline{w}(t)+\mathbf{B} \underline{u}(t) \\
\underline{y}(t)=\mathbf{C} \mathcal{I} \underline{\alpha} \underline{w}(t)+\mathbf{D}^{\underline{u}}(t)
\end{array}\right.  \tag{F.49}\\
\left\{\begin{array}{l}
\underline{\dot{z}}(t)=\mathbf{A}_{-\alpha} \underline{z}(t)+\mathbf{B}_{-\underline{\alpha}} \underline{w}(t) \\
\underline{x}(t)=\mathcal{I}^{\underline{\alpha}} \underline{w}(t) \approx \mathbf{C}_{-\underline{\alpha} \underline{z}}(t)
\end{array}\right.
\end{array}\right.
$$

Block-diagonal matrices $\mathbf{A}_{-\underline{\alpha}} \in \mathbb{R}^{(2 N+2) \cdot n \times(2 N+2) \cdot n}, \mathbf{B}_{-\underline{\alpha}} \in \mathbb{R}^{(2 N+2) \cdot n \times n}$ and $\mathbf{C}_{-\underline{\alpha}} \in \mathbb{R}^{n \times(2 N+2) \cdot n}$ are obtained from (F.31) as follows:

$$
\left\{\begin{array}{l}
\mathbf{A}_{-\underline{\alpha}}=\operatorname{diag}\left[\begin{array}{lll}
\mathbf{A}_{-\alpha_{1}} & \cdots & \mathbf{A}_{-\alpha_{n}}
\end{array}\right]  \tag{F.50}\\
\mathbf{B}_{-\underline{\alpha}}=\operatorname{diag}\left[\begin{array}{l}
\mathbf{B}_{-\alpha_{1}} \\
\cdots
\end{array} \mathbf{B}_{-\alpha_{n}}\right.
\end{array}\right]
$$

Using the expression of $\underline{w}(t)$ provided in the first equation of (F.49) within the expression of $\dot{\underline{x}}(t)$ in the third equation of (F.49) and using the approximation $\mathcal{I} \underline{\underline{\alpha}} \underline{w}(t) \approx \mathbf{C}_{-\underline{\alpha}} \underline{z}(t)$ provided in the fourth equation yields:

$$
\begin{align*}
& \underline{w}(t)=\mathbf{A} \mathcal{I}^{\underline{\alpha}} \underline{w}(t)+\mathbf{B} \underline{u}(t) \\
& \Rightarrow \underline{\dot{z}}(t)=\mathbf{A}_{-\underline{\alpha} \underline{z}}(t)+\mathbf{B}_{-\underline{\alpha}} \underline{w}(t) \\
& =\mathbf{A}_{-\underline{\alpha} \underline{z}}(t)+\mathbf{B}_{-\underline{\alpha}}(\mathbf{A} \mathcal{I} \underline{\underline{w}} \underline{w}(t)+\mathbf{B} \underline{u}(t))  \tag{F.51}\\
& =\mathbf{A}_{-\underline{\alpha} \underline{z}}(t)+\mathbf{B}_{-\underline{\alpha}} \mathbf{A} \mathcal{I} \underline{\underline{\alpha}} \underline{w}(t)+\mathbf{B}_{-\underline{\alpha}} \mathbf{B} \underline{u}(t) \\
& \approx \mathbf{A}_{-\underline{\alpha} \underline{z}}(t)+\mathbf{B}_{-\underline{\alpha}} \mathbf{A} \mathbf{C}_{-\underline{\alpha} \underline{z}}(t)+\mathbf{B}_{-\underline{\alpha}} \mathbf{B} \underline{u}(t) \\
& =\left(\mathbf{A}_{-\underline{\alpha}}+\mathbf{B}_{-\underline{\alpha}} \mathbf{A} \mathbf{C}_{-\underline{\alpha}}\right) \underline{z}(t)+\mathbf{B}_{-\underline{\alpha}} \underline{\mathbf{B}} \underline{u}(t)
\end{align*}
$$

Finally the approximation of fractional system (F.49) based on integration operator reads:

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\dot{z}}(t)=\mathbf{A}_{I} \underline{z}(t)+\mathbf{B}_{I} \underline{u}(t) \\
\underline{y}(t) \\
\underline{\mathbf{C}_{I} \underline{z}}(t)+\mathbf{D}_{I} \underline{u}(t)
\end{array}\right. \\
& \text { where }\left\{\begin{array}{l}
\mathbf{A}_{I}=\mathbf{A}_{-\underline{\alpha}}+\mathbf{B}_{-\underline{\alpha}} \mathbf{A C}_{-\underline{\alpha}} \\
\mathbf{B}_{I}=\mathbf{B}_{-\underline{\alpha}} \mathbf{B} \\
\mathbf{C}_{I}=\mathbf{C} \mathbf{C}_{-\underline{\alpha}} \\
\mathbf{D}_{I}=\mathbf{D}
\end{array}\right. \tag{F.52}
\end{align*}
$$

Example F.3. Coming back to Figure F.1, we consider the following nonminimum phase transfer function:

$$
\begin{equation*}
G(s)=\frac{Y(s)}{R_{p f}(s)}=\frac{10 s-1}{s^{2}+1.4 s+1} \tag{F.53}
\end{equation*}
$$

It is clear that in order to obtain no static error, that is $\frac{Y(s)}{R(s)}=\frac{1}{s^{2}+1.4 s+1}$, we shall choose the prefilter $C_{p f}(s)$ as follows:

$$
\begin{equation*}
\frac{Y(s)}{R(s)}=\frac{1}{s^{2}+1.4 s+1}=G(s) C_{p f}(s) \Rightarrow C_{p f}(s)=\frac{1}{10 s-1}=\frac{-1}{1-\frac{s}{0.1}} \tag{F.54}
\end{equation*}
$$

Obviously $C_{p f}(s)$ is not a stable system and this prefilter cannot be implemented.

Alternatively we can write $G(s)$ as follows where $G_{m p}(s)$ is a minimum phase transfer function:

$$
\begin{equation*}
G(s)=\left(1-\frac{s}{z}\right) G_{m p}(s)=\left(1-\frac{s}{0.1}\right) \frac{-1}{s^{2}+1.4 s+1} \tag{F.55}
\end{equation*}
$$

Then, choosing for example $M=4$ we write:

$$
\begin{align*}
1-\frac{s}{0.1} & =\left(1-\left(\frac{s}{0.1}\right)^{1 / M}\right) \prod_{k=0}^{\log _{2}(M / 2)}\left(1+\left(\frac{s}{0.1}\right)^{2^{k} / M}\right)  \tag{F.56}\\
& =\left(1-\left(\frac{s}{0.1}\right)^{0.25}\right)\left(1+\left(\frac{s}{0.1}\right)^{0.25}\right)\left(1+\left(\frac{s}{0.1}\right)^{0.5}\right)
\end{align*}
$$

From this decomposition prefilter $C_{p f}(s)$ now reads:

$$
\begin{align*}
C_{p f}(s) & =\frac{-1}{\left(1+\left(\frac{s}{0.1}\right)^{0.25}\right)\left(1+\left(\frac{s}{0.1}\right)^{0.5}\right)} \\
& =\frac{-(0.1)^{0.25}(0.1)^{0.5}}{\left(s^{0.25}+(0.1)^{0.25}\right)\left(s^{0.5}+(0.1)^{0.5}\right)}  \tag{F.57}\\
& =\frac{-(0.1)^{0.75}}{s^{0.75}+(0.1)^{0.25} s^{0.5}+(0.1)^{0.5} s^{0.25}+(0.1)^{0.75}}
\end{align*}
$$

The fractional state space representation corresponding to this transfer function reads:

Figure F. 3 shows Bode plots of the two approximating methods for fractional prefilter $C_{p f}(s)$ with the following setting:

$$
\left\{\begin{array}{l}
N=4  \tag{F.59}\\
\omega_{\min }=10^{-2} \\
\omega_{\max }=10^{2}
\end{array}\right.
$$

Figure F. 4 shows the step response of the plant with the rational prefilter $C_{p f}(s)$ : it can be seen that the non-minimum phase effect has been reduced but the time response has been highly increased compared with the result obtained with a static prefilter $C_{p f}(s)=-1$ which leads to $\frac{Y(s)}{R(s)}=-\frac{10 s-1}{s^{2}+1.4 s+1}=-G(s)$


Figure F.3: Bode plots of approximated fractional prefilter $C_{p f}(s)$


Figure F.4: Step response with approximated fractional prefilter $C_{p f}(s)$
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